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Abstract Person re-identification from videos taken by multiple cameras from
different views is a very challenging problem that has attracted growing in-
terest in last years. In fact, the same person from significant cross-view has
different appearances from clothes change, illumination, and cluttered back-
ground. To deal with this issue, we use the skeleton information since it is
not affected by appearance and pose variations. The skeleton as an input is
projected on the Grassmann manifold in order to model the human motion
as a trajectory. Then, we calculate the distance on the Grassmann manifold,
in order to guarantee invariance against rotation, as well as local distances
allowing to discriminate anthropometric for each person. The two distances
are thereafter combined while defining dynamically the optimal combination
weight for each person. Indeed, a machine learning process learns to predict the
best weight for each person according to the rank metric of its re-identification
results. Experimental results, using challenging 3D (IAS-Lab RGBD-ID and
BIWI-Lab RGBD-ID) and 2D (Prid-2011 and i-LIDS-VID) benchmarks, show
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that the proposed method can boost re-id ranking thanks to its ability to define
the optimal weight for each person independently of view and pose changes.

Keywords Re-Identification - Manifolds - Weighted distances - Human
Skeleton - Random Forest

1 Introduction

Re-identification (re-id) is the task of recognising a person from multiple cam-
eras and it aims to identify a person of interest in different locations’ tracks
from different cameras. Recently, re-id has become a popular research field
thanks to its wide applications in many areas, such as criminal spotting [36],
event detection [16] and video surveillance [44]. However, different factors make
person re-id a very challenging task, such as pose variation, viewpoint change,
clothing changing, lighting and occlusion. Several works have been proposed
in the literature in order to deal with the issue of person re-identification from
images and videos. For image as an input, body shape feature representation
can be effectively generated for clothing variations within the framework of
retrieval [49] and person re-id [22]. For instance, in [50], a cross-domain at-
tribute representation based on Convolutional Neural Networks (CNN) has
been validated within the framework of person re-identification. In fact, the
investigated images have been captured by six different cameras and each cam-
era is treated as a domain and each domain is considered as a target domain
in turn. Each image has been annotated by 108 attributes (gender, wearing
long hair...) and a classifier has been trained over the images of some cam-
eras. The trained classifier is thereafter used in order to re-identify persons’
images captured from other cameras. Furthermore, Li et al. [21] have adopted
deep filter pairing neural network for person re-identification, and Wang et
al. [40] have investigated a joint learning framework for re-id while unifying
Single-Image Representation (SIR) and Cross-Image Representation (CIR) via
convolutional neural networks. More recently, a multi-granularity image-text
alignment has been proposed for person re-identification [31].

Nevertheless, in spite of the success of modern deep learning architectures
[12] within the framework of person re-identification from static images, video-
based person re-id has attracted much attention. In fact, videos contain space-
time as well as motion information [11] allowing richer information than inde-
pendent images for an accurate re-identification. Thus, we are interested herein
in the video-based recognition of persons from multiple cameras. This consists
to identify a person of interest in different locations’ tracks from different cam-
eras. In fact, we present a model that indicates the identity of a testing person
in different views. More precisely, we propose an accurate method based on
measuring the similarity between trajectories for two persons in order to iden-
tify a person of interest across different camera views on different locations
and at different times. It is worth noting that this paper is an extension of our
previous conference paper [8] towards the general framework of re-identifying
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a given person among a large set of persons over various camera views. The
main contribution of the proposed method resides in adopting machine learn-
ing, and more precisely random forest, for the dynamic linear combination of
distances (Grassmann distance and local distance) according to each person.
Indeed, we combine different weights in order to define dynamically the opti-
mal weight for each person while considering shape as well as anthropometric
differences between persons. Since the same person observed in different cam-
era views can have significant variations, we propose to extract the adequate
weight for each person from one view and the random forest predicts the best
weights for the testing persons from other views. The main goal is to learn how
to automatically choose the appropriate weight in a dynamic manner through
pairwise constraints between global and local distances and each person to be
re-identified, without being obliged to broadly make the choice for a dataset
of persons’ videos. The realized tests on 3D datasets as well as on 2D datasets
have proved the effectiveness of the proposed person re-identification method.

The rest of this paper is organized as follows. In section 2, we briefly
review the related work on video-based person re-identification. In section
3, we describe the proposed method, and experimental results are discussed
in section 4 in order to demonstrate the effectiveness of the proposed method.
Then, a brief discussion is presented in section 5. Finally, in section 6, we
conclude the proposed work and present some ideas for future studies.

2 Related Work

Relevant methods on video-based person re-identification can be regrouped
according either to their inputs (RGB vs. RGB-D) or to their content descrip-
tion approaches (hand-crafted vs. deep-learned). In fact, first attempts have
investigated RGB-based features such as color [46], shape [1] and texture [41].
For instance, Zhang et al. [53] have extracted rich spatial-temporal information
for feature representation within the context of video-based re-id. Likewise, a
graph representation learning approach has been introduced in [45] using pose
alignment connection and feature affinity connection, which models the intrin-
sic relations between graph nodes. McLaughlin et al. [28] have investigated fea-
tures that are extracted from consecutive video frames through a CNN model.
Liu et al. [24] have learned both spatial features and motion context using
accumulative motion context network. In [20], a global-local temporal repre-
sentation has been exploited to multi-scale temporal cues in videos. Recently,
Zhao et al. [54] have proposed a method for the similarity learning with joint
transfer constraints. Generally, video-based re-identification faces many severe
challenges, particularly viewpoint changing [7] and cluttered background [10].
Moreover, even under the same viewpoint, images belonging to a person may
differ considerably due to the dramatic variations caused by variable illumina-
tion, pose and occlusion [18]. To deal with these issues, notably the fact that
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the same person may show different appearances, many recent works have
used RGB-D information, in order to profit from its insensitivity to pose and
color variations. For instance, in [4], authors have studied person identification
in indoor environments using skeletons detected by a Kinect V2 device along
with wearable devices equipped with inertial sensors. Similarly, Takac et al.
[37] have investigated people identification in a small home RGB-D camera
network based on a combination of the SVM and the naive Bayes classifiers.
Differently, Liang et al. [23] have exploited 3D locations of joints from appear-
ance, instead of the pose obtained by Kinect, and corresponding confidence
metrics of two videos in order to compute their confidence-weighted pose dis-
tance. Moreover, in [2], data acquired from RGB-D camera presenting a set
of 3D soft-biometric cues have been used. Furthermore, a biometric metric
learning, based on human skeleton by defined joint distances, has been pro-
posed in [43]. Another work has investigated depth and skeleton information
in order to extract the following features: histograms of local binary patterns,
local derivative patterns and local tetra patterns [14]. Imani et al. [15] have
exploited RGB, depth and skeleton information from RGB-D sensors in order
to exploit complementarity of features extracted by different modalities [39].
Similarly, in [8], re-id has been based on the analysis of skeleton shape trajec-
tories using different distances. However, given the lack of availability of 3D
datasets, many studies have tried to extract skeletons from RGB videos. In
fact, considering the lack of 3D datasets, various works have focused on 3D hu-
man pose estimation and predicting landmarks locations for a given sequence
of RGB images. These studies proposed efficient tools for pose estimation from
multiple images, captured by synchronized cameras, and even from a single
image. This can be performed within the framework of single person pose es-
timation as well as of multi-person pose estimation. For instance, Yasin et al.
[47] have proposed an elegant approach for 3D pose estimation from a single
image. 3D pictorial structures have also been investigated for 3D pose esti-
mation of multiple humans from multiple views [3]. For single person pose
estimation, a deep architecture and a graphical model based on architecture
with geometric relationships between body joint locations have been proposed
n [38]. Differently, in [26], 3D joint locations from the 2D joints have been
estimated by regression models. Recently, real-time multi-person 2D pose es-
timation has been proposed using part affinity fields [5]. In our case, we have
adapted the algorithm of [5], which proved its effectiveness in obtaining the
main landmarks from RGB videos within the framework of person re-id.

Furthermore, concerning the issue of content description for video-based
re-identification, recent research works can be classified into two groups: hand-
crafted features and deep-learned features. For instance, in order to improve
the performance of video re-id, Liu et al. [25] have introduced a spatio-temporal
appearance representation for video-based pedestrian re-identification, and the
HOGS3D descriptor with dense sampling has been adopted in [42] for iden-
tifying persons in video sequences. Furthermore, Paisitkriangkrai et al. [32]
have used multiple low-level hand-crafted and high-level visual features [19]
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for accurate person re-id. However, the second class of methods focuses on
deep learning, such as [28], where Recurrent Neural Networks (RNN) have
been used to overemphasize the temporal dependencies related to person’s
motion. Likewise, Chen et al. [6] have processed videos by using RNN in order
to temporally aggregate spatial information extracted from CNN. Recently,
RNN have been integrated with temporal spatial features for video-based per-
son re-id [51]. In our case, we have opted for hand-crafted features based on
distances comparison, since they are simpler, comprehensible and they have
achieved good performance on small datasets. In fact, deep learning features
outperform hand-crafted ones, but they require large annotated datasets for
an accurate training and sometimes there is a problem of overfitting in the
process of obtaining the features.

In this study, we propose an effective method based on hand-crafted fea-
tures for person re-id in videos taken by multiple cameras from different views.
In order to assure the highly efficient representation of human body structure
and motion, we use the skeleton information since it is not affected by the
appearance variation and the pose change. Moreover, given the lack of 3D
datasets that are designed for person re-identification, we adapt an accurate
algorithm to estimate 2D joints, simulating the skeletons, within RGB videos.
This aims to guarantee that the proposed method can effectively deal with
RGB datasets. In fact, we are particularly interested in person re-identification
from 2D as well as 3D video sequences captured from two different camera
views. The 3D human motion is presented as a weighted linear combination
between distances on the Grassmann manifold, in order to guarantee invari-
ance against rotation, and local distance between the joints of the skeleton in
order to discriminate anthropometric for each person. Each person is dynami-
cally characterized by the best combination of Grassmann and local distances
according to its personal shape and anthropometric.

3 Proposed Method

In order to deal with the main issue of appearance changing, we propose herein
a person re-id method based on the analysis of the skeleton motion. In fact, the
skeleton information has proved to be more robust, than the RGB informa-
tion, against the changing of the video acquirement environment (point of view,
person clothes, illumination, background. ..). Fig. 1 illustrates some examples
of RGB sequences, within the i-LIDS-VID dataset, for the same person with
different appearances. Sequences in the same row are from the same person,
nevertheless the appearance is very different given the changing of the video
acquirement environment. The key idea of this work is to dynamically predict
the best weight for combining the shape and the anthropometric measures of
the skeleton along a sequence. Fig. 2 shows the outline of the proposed method.
For the training phase, we have as an input the skeleton sequence of each stud-
ied person and the skeleton sequences of the rest of persons within a gallery of
videos. For each person, we calculate its local distance (Distrocq;) as well as
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Fig. 1 Examples of sequences from the i-LIDS-VID dataset. Sequences in the same row are
from the same person (only a sample of six frames is shown for each sequence).

its global distance (Dist) with regard to all the other persons. Then, we test,
for each person, all the linear combinations of its local and global distances
with the remaining persons (a.Distrocar + (1 — @).Distg), a € {0, ... 1}.
This results in a matrix MatDist that synthesizes, for each person, all pos-
sible weighted combinations of its distances with the other persons in the
studied dataset. The matrix represents the input for the machine learning
process, based on random forest, which learns to predict the best weight for
each person for one view according to the rank metric of its re-id results. Dur-
ing the testing phase, the local and global distances are computed for each
testing person. Then, the trained machine learning model predicts the more
adequate weight a* for this person. This weight is thereafter adopted in or-
der to rank the similarity of the testing person with regard to the persons
forming the studied dataset. Moreover, in order to make the method appli-
cable even for RGB data, we adapt the algorithm of [5] in order to predict
landmarks simulating the skeleton of the input person. This algorithm uses
2D pose estimation from RGB data in order to deal with the problem of lo-
calizing anatomical keypoints allowing to detect body parts of individuals. It
estimates landmarks’ coordinates for each person in each image using CNN in
order to jointly estimate confidence maps for body part detection. Examples
of skeletons extracted from RGB images by the algorithm of [5] are shown in
Fig. 3. Although the algorithm of [5] has some errors (missing or false part
detection), like most of existing similar algorithms, it permits generally to es-
timate skeleton information that is robust to the variations of background,
viewpoint and lighting.

3.1 Skeleton motion modeling
In order to retrieve the identity of a given probe sequence, we compare it to

all sequences in the gallery. This comparison is performed on two different
spaces. On the one hand, the shape of the skeleton at each frame of the se-
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T
RACRREHRE

Fig. 3 2D landmarks estimation for body parts. The first row illustrates 2D images from
an RGB video sequence and the corresponding skeletons are displayed in the second row.

quence is projected on the Grassmann manifold resulting to a trajectory on
the non linear space. In fact, the projection is mainly performed using Singu-
lar Value Decomposition (SVD)-based orthogonalization [8]. Given a skeleton
sequence S, we propose to model each frame as a point on the Grassmann
manifold (a matrix) in order to transform the video on a trajectory T' that
links different points on the Grassmann manifold. Each point is represented by
3D coordinates of body joints or 2D coordinates (landmarks). Indeed, a man-
ifold is a topological space that is locally similar to Euclidean space. Many
existing works have used manifolds for re-identification such as the work of
[27], which has presented each color that indicates the same feature vector as
Gaussian distribution by focusing on the Symmetric Positive Definite (SPD)
matrix manifold. Likewise, Fan et al. [9] have introduced person image mapped
onto a hypersphere manifold for person re-identification. Recently, Zhao et al.
[52] have proposed hyperspectral image unsupervised classification framework
based on robust manifold matrix factorization and its out-of-sample extension.
Generally, the skeleton data perform success with the projection on manifold
space to facilitate the manipulation of the number of landmarks, what gives
rise to the notion of manifolds performing dimensionality reduction. In our
case, given its robustness against rotation, we have opted for the Grassmann
manifold that is considered as a quotient space of the Stiefel manifold. The
Stiefel manifold Vj, ,, is the space whose points are k-frames in R", where a set
of k-orthonormal vectors in R™ is called a k-frame in R™ (k < n). Each point
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on the Stiefel manifold V}, ,, can be represented as a n x k matrices X such
that XT.X = I}, where I} is the k x k identity matrix. Thus, the Grassmann
manifold G, ,,—x is the space whose points are k-planes or k-dimensional hy-
perplanes (containing the origin) in R™. An equivalent definition of the Grass-
mann manifold is as follows [48]. To each k-plane v in Gy ,—j corresponds
a unique n X n orthogonal projection matrix P idempotent of rank k& onto
v. If the columns of an n x k matrix Y spans v, then, YYT = P. Between
two points U; and Us in Gy, p—j, there are n — k principal angles in R*. The
principal angles may be the inverse cosine of the singular values of U;T Us.
In fact, two points on the Grassmann manifold are equivalent only if one
can be mapped into the other one by a rotation matrix. Thus, we calculate
the distance Distg on the Grassmann manifold, which represents the length
of the shortest curve connecting two points on the Grassmann manifold (1).
The trajectories’ comparison on the Grassmann manifold includes a Dynamic
Time Warping (DTW) step [35] in order to allow the invariance to the rate.
The resulting distances represent the shape dissimilarities between the probe
sequence T and the gallery one T5.

N
Dista(Ty, Tp) = > 07, (1)
=1

where, N denotes the number of frames in the probe sequence 7} and 6 is the
principal angle between two points (frames), frame; (€ T;) and its DTW-
based corresponding frames (€ T), on the Grassmann manifold.

On the other hand, we perform a comparison of the anthropemetric mea-
sures, characterising each testing person, while measuring the lengths of skele-
ton parts. Fig. 4 shows an example of the twenty joints given by the skeleton
and the lengths dy, do, ..., dig of all segments connecting adjacent anatomi-
cal landmarks and illustrating the main joint connections of the human body
driving the motion. Indeed, we compute distances between adjacent landmarks
in order to obtain a vector of distances L (= [dy, da, ..., dig]T) for each frame
characterising each person. For each couple of skeletons (€ T7 x Ty), we com-
pare two vectors Ly and Lo of 19 distances, and the local distance Distroca;
(2) between the probe sequence T; and the gallery one T3 is defined as the
Frobenius norm || ||r of the differences between the M vectors of distances
of the T7 skeletons and the ones of their DTW-based corresponding skeletons
in T5. In fact, the comparison of sequences using this feature is performed
using the dynamic time warping algorithm, similarly to the previous step, in
order to ensure the invariance to the rate of execution. Finally, we combine the
first distance on the Grassmann manifold Distg and the second local distance
Distrocq; in order to find the best weighted linear combination (Algorithm 1).

DiStLocal(Tl, TQ) = HSkel — Sk€2||p, (2)
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Fig. 4 Local features represented by the lengths of different parts of the skeleton.

where, Skej is the 19 x M matrix illustrating the 19-dimensional vectors of dis-
tances of the M skeletons within 77, and Skes denotes the vectors of distances
of the T, skeletons that have been associated to the 717 ones.

Algorithm 1 Weighted linear combination of distances

[1] Input: S and S2: Video sequences; o: Weight Output: Dist: Weighted linear com-
bination of distances Function: Weighted linear combination of distances(S1, Sz, a)
framer = 1 to SizeOf(S1) Ti(framer) < SVD (Si(framer)) framez=1 to SizeOf(S2)
To(frames) < SVD (Sa2(framez))

Dy < Distg(DTW(T1,T2)) // (Equation 1)

framer = 1 to SizeOf(S1) Li(frame1) < Compute distances between adjacent joints
(S1(framey)) framez =1 to SizeOf(S2) La2(frames) < Compute distances between adja-
cent joints (Sz2(framez))

Dy < Distrocai(DTW (L1, L2)) // (Equation 2)

Dist «+ a.D1 + (1 —a).D2

return(Dist ) end Function

3.2 Dynamic linear combination of distances

The main contribution of this paper lies the adaptive linear combination, ac-
cording to each person, of the Grassmann distance Dists and the local dis-
tance Distrcq; for more accurate person re-identification. The goal of this
combination is to find a trade-off between these two distances considering the
assessment of similarity between two trajectories according to the identity of
the testing person (i.e. each person has his specific weight o*). In fact, we have
sampled the training sequences on two subsets SeqTrain; ([E1, ..., E,,]) and
SeqTraing ( [Q1, ..., Qn,]), and we have tested different values Val, (k) of
the weight (i.e. 0.1, 0.2, ..., 0.9, 1) on the training set in order to find the
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Fig. 5 Number of persons, within the 2D dataset iLIDS, for each value of a*, for which it
was ranked as first, second, fifth and twenty.

best weighted linear combination for each studied person. The selection of the
tested values of «; is strongly depending on the shape and anthropometric of
the studied person. Thus, we have for each sequence F; on cameral the best
weight o . In Fig. 5, we display for each a* the number of persons, within the
2D dataset iLIDS, for which it was ranked as first, second, fifth and twenty.
It is clear that no value of the weight o is the best for the entire set of the
tested sequences, and even more, many least performing values of a* on the
entire set of tested sequences are top ranked for some individual sequences.
Thus, there is not one weight that can be effectively applied for all persons.

Our insight has been inspired by this analysis that motivated us to in-
vestigate the possibility of selecting dynamically the appropriate a* for each
person according to his/her personal shape and motion, without being obliged
to make this choice in a global manner for an entire dataset of sequences. In-
deed, we propose an elegant model, based on machine learning, for predicting
the weighted linear combination between the distance on the Grassmann man-
ifold and the local distance. To this end, a random forest model is trained in
order to learn how to extract automatically the best weight a* for each treated
person according to his shape as well as to his motion, which are described
through his local and global distances with regard to others persons forming
the studied dataset, for re-identifying persons within a precise set of persons’
videos from different views. Then, we apply the identified values of a* on the
set of testing sequences in order to identify the testing sequences. These test-
ing sequences SeqTest are composed of videos performed by the same persons
of the training set on camera2 [Vi, ..., V,,,]. In fact, a dynamic linear combi-
nation of distances (Algorithm 2) is adopted to test different weights for each
studied person and to use thereafter the random forest in order to obtain the
predicted label of weight to identify the same person on camera2. We have used
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different datasets which contain different camera views for each person. This
can be very useful for various fields dealing with multi-view of cameras, such
as the large variations between person videos captured by different cameras
due to changes in illumination, pose, viewpoint and background.

Algorithm 2 Dynamic linear combination of distances

Input: SeqTraini = [E1, ..., En,] : Subset; of training sequences (cameral);
SeqTrainy = [Q1, ..., Qny) : Subsety of training sequences (cameral); SegTest =
V1, ..., V] : Set of testing sequences (camera2);

Vala = [0, 0.1, 0.2, 0.3, 0.4, 0.5, 0.6, 0.7, 0.8, 0.9, 1] Output: Id(Vi, ..., Vi1):
Identity of testing persons (Vi, ..., Vin;) Function: Dynamic linear combina-
tion of distances ([Ei, ..., Eni],[Q1, ..., Qn2],[Vi, ..., Vim,],Vala) i=1 to m
RankMin < 1000 k=1 to Size(Vala) j=1 to na Dist1(i,j) < Weighted linear combination
of distances(E;, Q;, Vala(k))

Rank + Recognition based on Nearest Neighbor Disti (i,:) Rank < RankMin RankMin <+
Rank a(i) < Vala(k) MatDis < Dist1(3,:)

a* < Random Forest (o, MatDis) i=1 to m1 j=1 to ng Dista(i,j) < Weighted linear
combination of distances(V;, Q;, a*(4))

Id; < Recognition based on Nearest Neighbor (Dista(3,:)) return(Id; )

end Function

4 Results

We have tested the proposed re-id method on two challenging 3D datasets:
TAS-Lab RGBD-ID [29] and BIWI-Lab RGBD-ID [29], as well as on two stan-
dard 2D datasets: iLIDS-VID [42] and PRID 2011 [13]. The IAS-Lab RGBD-
ID dataset is an RGB-D dataset exclusively designed for re-identification from
videos captured using RGB-D cameras. It includes 11 training sequences and
22 testing sequences of 11 different people using synchronized RGB images,
depth images and skeletal data with three sets. The first one ” Training” and
the second one ” TestingA” were recorded with people wearing different clothes.
However, the third set ”TestingB” was collected in a different room with the
same clothes as in the first sequence. The BIWI RGBD-ID dataset is an RGB-
D dataset also used for re-identification from RGB-D cameras. It is composed
of 50 training sequences and 56 testing sequences of 50 different people, since
28 people out of 50 present in the training set have been recorded also in
two testing videos each. This dataset is composed of a ”Still” sequence and a
”Walking” sequence collected in different days and in different locations while
the subjects have been dressed differently. It is worth noting that we have
used the full training set and the ”Walking” testing set that contains dynamic
skeleton data, similarly to the work of [34].

For the IAS-Lab RGBD-ID dataset, we have validated the proposed method
using ”Training” set and ” TestingA” set, then ”Training” set and ” TestingB”
set. We have started by computing for each studied person on ”Training” set
the best weight o according to his distances with the rest of persons. Then,



12 A. Elaoud et al.

+
+
+

—#— Proposed Method
—*—[8]

Recognition Rate

Rank

Fig. 6 Comparison of the proposed method against a relevant method from the state-of-
the-art, on the IAS-Lab RGBD-ID (TestingA) dataset, in terms of Rank CMC (%).

we have applied the predicted weight o* for the testing person in ”TestingA”
set in order to identify each person. Fig. 6 shows that the proposed method
outperforms the work presented in [8] with value equals to 90.90% wvs. 82%
at rank 4 and it reaches a value of 100% at rank 5, whereas the work of [8]
reaches the value of 100% only at rank 7. However, the work of [8] outperforms
the proposed method on rank 1 with value equals to 45.45% vs. 36.36%. Thus,
the proposed method records much higher matching rates than the work of [§]
and for some other cases the work of [8] outperforms the proposed method. In
Table 1, we conduct an extensive comparison with existing skeleton methods
from the literature. It is clear that the proposed method outperforms in rank 1
the compared methods that are based on hand-crafted features ([30] and [33])
as well as the studied method based on deep learning of [55]. Furthermore,
we have repeated the same action while using ” Training” set and ”TestingB”
set (Fig. 7), similarly to the previous step. Fig. 7 shows that the suggested
method and our previous work [8] are comparable in term of accuracy. In fact,
the proposed method outperforms the work of [8] with value of 81.81% wvs.
72.72% at rank 1, but the work of [8] outperforms the proposed method on
the others ranks until we reach in the same rank (rank 9) the value 100%. We
can conclude that the used data are on small datasets (11 persons) which do
not promote machine learning to obtain good results. From table 1, we can
deduce that the Proposed Method (PM) is more accurate in rank 1 to many
recent skeleton-based methods ([30] and [33]) and it even outperforms the deep
learning methods ([55] and [34]) on many datasets.

For the second used 3D dataset (BIWI-Lab RGBD-ID), we have used the
"Training” set and the ”Walking” set. We have identified for every person on
”Training” set the best a* to identify the studied person. Then, we have ap-



Person Re-Id based on Dynamic Linear Combination of Distances 13

100 1 ¥ ¥ ¥ ¥ ¥ V *
Q0 b # # # # # * il
801 J
E
o 101
L —#— Proposed Method
E 60 ul 3
c
2
=]
E s50r 4
&
e 401 1
4
30 1
20 1
10 1
0 .
1 2 3 4 5 6 7 8 9 10 11

Rank
Fig. 7 Comparison of the proposed method against a relevant method from the state-of-

the-art, on the IAS-Lab RGBD-ID (TestingB) dataset, in terms of Rank CMC (%).

Table 1 Comparison with existing skeleton-based methods, on the IAS-Lab RGBD-ID and
the BIWI-Lab RGBD-ID datasets, in terms of Rank 1 (%).

Hand-crafted
Methods IAS-A  TAS-B BIWI
Munaro et al. [30] | 33.8 40.5 39.3
Elaoud et al. [8] 45.45 72.72 7.14
Pala et al. [33] 27.4 39.2 41.8

PM 36.36 81.81 39.3
Deep Learning
Methods IAS-A  TAS-B BIWI
Zheng et al. [55] 34.4 30.9 36.1
Rao et al. [34] 56.1 58.2 59.1

plied the random forest in order to predict the best weight for the same studied
person on the ”Walking” set, according to the rank metric of re-identification
results. Fig. 8 demonstrates that the proposed approach records much higher
matching rates than the work of [8] when we use data with larger sizes. Fur-
thermore, the results in Table 2 show that the proposed method is consistently
better than the previous work [8], using the PRID-2011 dataset, with value of
rank 1 equals to 87.02% vs. 83.14%, rank 5: 93.48% wvs. 92.69%, rank 10: 95%
vs. 95.50% and rank 20: 98.25% wvs. 97.19%. In fact, there are sufficient train-
ing data available to predict the best weight. Using datasets with important
sizes helps dynamic linear combination distances to perform accurate results.
Fig. 9 shows that using the best weight for each person outperforms the fact
of adopting the same weight for the entire studied dataset, given that each
person has his distinctive motion and pace characteristics. It is worth noting
that we have investigated the effect of several training parameters on machine
learning random forest (Table 3).



14 A. Elaoud et al.

100 ¥

2

]

[

g —#— Proposed Method

2 —+—18] |
€

o

Q

o 4
L

4

0 . . . . . . . . .
5 10 15 20 25 30 35 40 45 50

Rank
Fig. 8 Comparison of the proposed method against a relevant method from the state-of-

the-art, on the BIWI-Lab RGBD-ID (”Walking”) dataset, in terms of Rank CMC (%)

Table 2 Comparison of the proposed method with the work of [8], on the PRID-2011
dataset, in terms of Rank CMC (%).

CMC Rank 1 5 10 20

Elaoud et al. [8] 83.14 92.69 95.50 97.19
PM 87.02 9348 95 98.25

Table 3 Training parameters.

Dataset Number of training data ~ Number of trees  Depth
TAS-Lab RGBD-ID (”TestingA”) 11 x 11 300 9
TIAS-Lab RGBD-ID dataset (" TestingB”) 11 x 11 100 9
BIWI-Lab RGBD-ID (”Walking”) 28 x 50 1000 9
iLIDS-VID 150 x 150 1000 11
PRID 2011 200 x 200 1000 9

Furthermore, as 2D data, the PRID 2011 dataset is composed of 749 per-
sons and is captured by two non-overlapping cameras, with sequences’ lengths
of 5 to 675 frames. Following the protocol used in [42], we have considered
only the first 200 persons, who appear in both cameras. The second used 2D
dataset is the iLIDS-VID dataset, which contains 300 persons, and each person
is represented by two video sequences captured by non-overlapping cameras.
For these experiments, each dataset was randomly split into 50% of persons
for training and 50% of persons for testing. All experiments were repeated 10
times with different test/train splits and the results have been averaged in
order to ensure stable results. The proposed method has been compared with
the work of [42], which is based on a combination of HOG3D features and optic
flow energy profile over each image sequence, as well as with a second relevant
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Fig. 9 Comparison of the proposed method with different values of «, in terms of the rank
CMC (%), using the PRID dataset.

work [25] that has exploited the periodicity exhibited by a walking person to
generate a spatio-temporal body-action model for a video sequence. We have
also compared the suggested method with the work of [17], where a signa-
ture representation has been produced by modeling a person’s appearance as
a multi-channel appearance mixture, and each channel is corresponding to a
particular region of the body. Table 4 reports the top ranked matching rates
of the compared methods on the PRID dataset. It is clear that the proposed
method achieves the best matching rates vs. hand-crafted features at rank 1
with a value of 87.02%, rank 2 with a value of 93.48%, rank 5 with a value of
95% and rank 20 with a value of 98.25%. Concerning the comparison against
deep learning methods, recorded results by the proposed method are very close
to the obtained ones using deep learning methods. Indeed, we outperform the
work of [28] with rank 1 equals to 87.02% vs. 70%, rank 5 equals to 93.48%
vs. 90%, rank 10 equals to 95% wvs. 95% and rank 20 equals to 98.25% ws.
97%. Table 5 reports the top ranked matching rates of the compared methods
on the iLIDS-VID dataset. The proposed method achieves the best matching
rates at rank 1 with the value 58.6%, rank 2 with the value 76.26%, rank 5
with the value 82.06% and rank 20 with the value 87.06%.

5 Discussion

The realized experiments show the advantages of the proposed re-identification
model over many relevant methods (hand-crafted methods as well as deep
learning methods) from the state-of-the-art, even if in some cases it does not
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Table 4 Comparison of the proposed method against relevant methods from the state-of-
the-art, on the PRID-2011 dataset, in terms of Rank CMC (%).

Hand-crafted

CMC Rank 1 5 10 20
Wang et al. [42] 40 1.7 84.5 922
Liu et al. [25] 64.1 87.3 89.9 92
Khan et al. [17] 70.6 90.2 94.6 97.1
PM 87.02 9348 95 98.25
Deep Learning

CMC Rank 1 5 10 20
McLaughlin et al. [28] 70 90 95 97
Chen et al. [6] 93 99.3 100 100

Table 5 Comparison of the proposed method against relevant methods from the state-of-
the-art, on the iLIDS-VID dataset, in terms of Rank CMC (%).

Hand-crafted

CMC Rank 1 5 10 20
Wang et al. [42] 39.5 61.1 1.7 81
Liu et al. [25] 44.3 717 83.7 91.7
Khan et al. [17] 33.3 578 68.5 80.5
PM 58.6 76.26 82.06 87.66
Deep Learning

CMC Rank 1 5 10 20
McLaughlin et al. [28] 58 84 91 96
Chen et al. [6] 85.4  96.7 98.8 99.5

reach the best value due to the small used training dataset and/or to the
problem of estimating accurately the landmarks, notably for RGB data. For
instance, Fig. 10 shows some errors made by the landmark detection algorithm
of [5] for some examples within the PRID dataset. On the other side, adopting a
limited number of human body joints extracted from RGB sequences, in order
to analyze body shape and motion in re-id scenarios, has the major advantage
of being independent of appearance, pose and lighting changes. Fig. 11 shows
some situations where the gesture and the appearance sharply change within
the PRID and the iLIDS-VID datasets. In fact, the skeleton can optimize
the manipulation of the data in this case by describing humans using 3D
coordinates of key body joints. Compared with RGB or depth data, skeleton
has many merits like better robustness and much smaller data size. Indeed,
the proposed re-identification method has a low computational complexity, and
consequently a low processing time, which can be very advantageous in many
real-time applications. More precisely, Algorithm 1 is of complexity O(N.M)
(Table 6) and the total CPU time of the proposed method (i.e. Algorithm 2
including training and testing phases) varies from 16 to 22 minutes, according
to the investigated dataset (Table 7). It is worth noting that all the experiments
were run using Matlab on a Windows 10 PC with an Intel i7 CPU at 2.20 GHz
and 16.00 GB RAM (the source code of the proposed method is available at
https://github.com/Elaoud/re-id). Thus, the design of handcrafted features
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Fig. 10 An illustration of some failure cases of the 2D landmark estimation by the algorithm
of [5] for some RGB examples from the PRID dataset.
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Fig. 11 Examples of sequences, within the studied RGB datasets (PRID and the iLIDS-
VID), which show considerable gesture and appearance changes.

allowed us to involve the right trade-off between accuracy and computational
efficiency. However, the deep learning methods need large volumes of data,
while in most of cases there are lack of annotated data illustrating appearance
changes, what can provoke problems in terms of storage and execution cost.
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Table 6 Complexity of Algorithm 1 ”Weighted linear combination of distances” (the first
six row contain the complexity of main blocks of the algorithm and the last row shows the
total complexity of the algorithm.

Line(s) Complexity
7t09 N (SizeOf(S1))
10 to 12 | M (SizeOf(52))

13 N.M

14 to 16 N.19

17 to 19 M.

20 N.M
O(N.M)

Table 7 CPU time of Algorithm 2 ”Dynamic linear combination of distances” for various
tested datasets.

Dataset CPU Time
TIAS-Lab RGBD-ID (”TestingA”) 20 min
TAS-Lab RGBD-ID (”TestingB”) 22 min
BIWI-Lab RGBD-ID (”Walking”) 16 min
iLIDS-VID 20 min
PRID 2011 20 min

6 Conclusion

This paper proposes a re-identification method based on hand-crafted fea-
tures while performing dynamic distance-based comparison. We are interested
in modeling and analysing human motion in different views from multiple
cameras with 3D joints. We use the skeleton information in order to be inde-
pendent of clothes’, pose and illumination changes. The main contribution of
the proposed method resides in evaluating dynamically, according to the in-
put sequence, the similarity between trajectories for re-id using distance on the
Grassmann manifold (shape) as well as local distance (anthropometric mea-
sures). Indeed, the projection on the Grassmann manifold allows to facilitate
the manipulation of sequences of motions while being invariant to rotation.
Moreover, we exploit the local distances in order to ensure accurate modeling
of individual motions of body parts and anthropometric during the process
of re-identifying a person. While using two distances illustrating different in-
formation of shape and motion, we try to find the best linear combination
with the use of a machine learning technique (random forest) that predicts
the best value of the weight a for each person, even with different camera
views. In fact, we focus on the best value of a for each person in different
views. By adopting this concept of distance learning within the framework of
person re-identification, we extract a model that defines a weight dynamically.
The predicted weights proved to be able to accurately re-identify persons,
even after considerable change in appearance and pose. To improve the cur-
rent results, we are interested in combining the deep learning techniques along
with the used distances in our future work. We can also combine appearance



Person Re-Id based on Dynamic Linear Combination of Distances 19

and skeleton data for more details and precision while dealing with person
re-identification.
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