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#### Abstract

:

Many ecological processes that play important roles in ecosystems occur over long time periods and can therefore not always be properly studied with short-term studies. However, researchers have to face many challenges while setting up long-term ecological studies, including the choice of relevant data analysis methods and the design of the study (i.e. sampling frequency, number of sites, etc.). This literature review, based on 99 original studies, provides an overview of methodological choices used to analyse the effects of abiotic parameters on biological communities on a long-term scale. To this end, the main characteristics of study design were recorded (e.g. sampling frequency, duration, taxa, variables) and the different data analysis tools summarised and analysed. We found that long-term ecological studies focusing on the effects of environmental factors on biotic parameters mostly concerned aquatic habitats. Studies substantially varied in their design, although many of them had similar aims. Univariate methods, almost entirely performed by means of linear modelling and correlation tests, were used more often than multivariate methods. Finally, constrained and unconstrained ordination methods were used equally, and other data analysis tools were rare. Finally, we created a decision key to help researchers choose the appropriate analysis tools for their specific long-term study.
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## 1. Introduction

The effects of environmental parameters on biological communities can occur at different time scales, from less than a day (e.g. effect of tides) to several millennia (e.g. effect of continental glaciation) and at different spatial scales, from less than a plot (e.g. effect of microtopography) to the entire Earth (e.g. effect of climate change) (Franklin et al., 1990; Magnuson, 1990). Although various phenomena, qualified as long-term, play a key role in ecosystems (Franklin et al., 1990), there is often a difference between the funding duration of ecological studies and the relevant time scale to study these phenomena (Callahan, 1984). This discrepancy, combined with the increasing number of potential drivers of ecosystem change that occur simultaneously (e.g. rising temperature, pollution, habitat destruction), has led to an increasing demand for data from longterm ecological studies and to the development of long-term ecological programs, such as the Long-Term Ecological Research (LTER) network (Callahan, 1984).

There is no consensus about the definition of "long-term" in ecological studies: it can be based either on ecological criteria (e.g. generation time of the studied organism, time scale of ecological processes) or on operational constraints (e.g. funding cycles, human life span) (Knapp et al., 2012; Strayer et al., 1986). Because both strategies have advantages and drawbacks (Lindenmayer et al., 2012; Strayer et al., 1986), a minimum duration threshold, 10 years for example, can be chosen to compromise between the two approaches (Lindenmayer et al., 2012; Wolfe et al., 1987). Several types of short-term study (e.g. retrospective studies, modelling, substitution of space for time, and use of systems of fast dynamics) offer distinct advantages over long-term studies and allow the analysis of long-term ecological phenomena. For that reason, researchers should also consider these less funding-dependent options (Strayer et al., 1986), although these alternatives are not always achievable.

Knowledge of ecosystem behaviour over long time scales is indispensable to gain a deeper understanding of the processes that drive ecosystems and to disentangle anthropogenic and natural changes, as well as short-term fluctuations and long-term trends (Haase et al., 2016). Long-term studies are appropriate to investigate processes that can be classified in four categories: slow processes (e.g. forest succession, vertebrate population cycles), rare events (e.g. fire, flood, disease), subtle processes (i.e. when the magnitude of the long-term trend is small compared to the year-to-year variance), and complex phenomena involving a combination of multiple abiotic parameters that cannot be studied statistically with few observations (Strayer et al., 1986). Longterm ecological studies have thus contributed, and continue to contribute, to many findings in ecological sciences (Franklin et al., 1990; Magurran et al., 2010); this approach makes it possible to quantify ecological responses to environmental change and to understand complex ecosystem phenomena occurring over a prolonged period, in addition to providing ecological data for model development, parameterization and validation (Lindenmayer et al., 2012; Wolfe et al., 1987). It also promotes multidisciplinary research, supports environmental policies and ecosystem management and plays an important role in societal issues (e.g. efficacy of fertilisers, soil acidification, impact of sewage pollution on lakes), education (e.g. students involved in these projects), and communication to the general public (Lindenmayer et al., 2012; Strayer et al., 1986). However, long-term ecological studies have serious disadvantages, the main one being the need of long-term funding, staff and facilities. Thus, these studies are limited to time scales ranging from a few decades to one or two centuries (Strayer et al., 1986). Researchers conducting this type of study also have to face other essential challenges, such as dealing with changing objectives and schemes that can lead to modifications in methodology (Magurran et al., 2010).

Implementing long-term studies on ecosystems and ecological processes requires a series of methodological choices covering, roughly, the following steps: (1) selection of study sites, (2) choice of taxa and abiotic variables to monitor, (3) selection of the appropriate spatial and temporal scales for the monitoring, and (4) selection of data analysis methods. While steps (2) and (3) refer to study design, step (4) can include or be followed by modelling of the monitored system. The methodological choices are largely dependent on the type and extent of the investigated ecosystem, the life cycle duration of the investigated taxa and the dimension of the area where the life cycle takes place (Fig. 1). The main focus of a long-term study that surveys biodiversity is often to identify the main drivers of community and ecosystem dynamics. Datasets resulting from those studies thus typically comprise different kinds of biota and different series of environmental parameters. Although these parameters are also referred to as 'abiotic parameters', they are actually not independent of life but have coevolved with it, so the term 'conbiotic parameters' would be more appropriate (Fath and Müller, 2019). Data analysis that aims to explain biota (i.e. response variables) by environmental parameters (explanatory variables) can be performed with a potentially wide variety of techniques that should be chosen according to the type, number and frequency distribution of data.


Fig. 1 (2-column): Differences in spatial and temporal life cycle scales in taxa coexisting in an ecosystem (here: a floodplain. Spatial scale: length of the river section, floodplain width: 500 m ). Scales modified from Delcourt and Delcourt (1988). SW: standing water; RW: running water.

Many authors have discussed the applications of data analysis methods in ecology, most of them focusing on specific methods or approaches (e.g. Bayesian methods, linear and additive modelling) in an ecological framework (e.g. Beninger et al., 2012; Boldina and Beninger, 2016; Dale and Fortin, 2002; Dorazio, 2016; Guisan et al., 2002; Hobbs and Hilborn, 2006; Mukhopadhyay and Banerjee, 2015). By contrast, only a few articles introduce a wide set of analytical tools, often with respect to a particular research area (e.g. Buttigieg and Ramette, 2014; Garamszegi et al., 2009; Paliy and Shankar, 2016; Parker and Arnold, 1999; Ramos et al., 2015). Literature reviews on data analysis techniques applied to ecology (e.g. Crowley, 1992; James and McCulloch, 1990; Jennions, 2003; Ramette, 2007) are even less common. Similarly, many articles and books on
ecology focus on study design (e.g. Hurlbert, 1984; Morrison, 2010; Strayer et al., 1986; Yoccoz et al., 2001). However, information about what is actually applied in the field by researchers (i.e. sampling design, field methods, measured variables, etc.) is not easily available, although this could be valuable for researchers designing long-term studies. Examples are Jaeschke et al. (2014), who reviewed aspects including the areas, taxa, and parameters of studies analysing the impact of climate change on ecosystems, and Jackson and Fureder (2006) who summarised the duration and number of sites and sample years of 46 long-term studies of freshwater macroinvertebrates. Literature reviews covering both data analysis and study design in a long-term framework are even rarer, although it is critical (1) to consider the selection of data analysis methods and study design simultaneously, as the former is conditioned by the latter, and (2) to choose the methods carefully, considering the resources necessary to conduct long-term ecological studies and the particularities of their methodology.

In this paper, we aim to give an overview of the main characteristics of study design in existing long-term studies and the methods used to analyse the resulting data. The first part of this article summarises study features with regard to the following questions: (1) what are the main characteristics of these studies (i.e. aims, location and sampling strategy)? (2) Which taxa and habitats are investigated? (3) Which and how many environmental parameters and biological metrics are used? (4) How are data analysed? The second part of this article provides details on the data analysis techniques that were performed in the reviewed articles.

## 2. Materials and Methods

### 2.1. Search strategy

We examined the Web of Science (all databases) between May and June 2018, covering all publications available up to that point and exclusively belonging to the Web of Science "Biodiversity and Conservation" and "Environmental Sciences and Ecology" categories. To obtain the most relevant papers, we used various search keywords and operators (Table 1). Only original studies were considered. Because a very extensive number of articles matched these requirements (about 2,500 ), we restricted the number of potential articles by rejecting studies related to extraneous research areas (e.g. medicine, microbiology, chemistry or molecular biology) or exclusively analysing one very specific effect (e.g. impact of fire) and thus not investigating several environmental parameters simultaneously. The search was further focused by excluding a list of topics (Table A.1). This produced a total of 511 articles for which abstracts and, when necessary, the methods section were read.

| Temporal scale | Biotic | Abiotic | Variable | Relationship |
| :---: | :---: | :---: | :---: | :---: |
| "Long term" ${ }^{1}$ | Communit* | Abiotic | Factor\$ | Relation* |
| LTER | Assemblage\$ | Habitat | Parameter\$ | Impact\$ |
| ILTER | Assembly | Environmental | Disturbance | Effect\$ |
|  | Guild\$ | Variability | Nutrient\$ | Response\$ |
|  | "Multi-tax*" |  | Temperature | Influence\$ |
|  | "Multi-species" |  | Driver\$ |  |
|  |  |  | Gradient\$ |  |
|  |  |  |  |  |

[^0]Table 1: List of terms searched in title, abstract and keywords to select relevant research articles. The OR operator was used between each term of the same group (rows), whereas the AND operator was added between each group (columns). "*" allows more letters, and " $\$$ " allows only one more letter.

Among the 511 articles, we selected those that explicitly analysed (i.e. using data analysis methods) the effects of two or more abiotic factors (excluding the drivers shown in Table S1) on two or more biotic variables (or one explained variable based on several taxa) in a long-term framework. This choice was motivated by the specificity and infrequency of the other topics (i.e. biotic interactions and impacts of the biological compartment on environmental characteristics). However, the presence of biotic variables among abiotic predictors was not a reason for rejecting articles. Given the various definitions of "long-term", and because it was not our purpose to discuss them in this review, we considered as long-term the studies qualified as such by their authors and characterised by a long-term sampling design. We thus excluded, in line with Lindenmayer et al. (2012), retrospective investigations (sensu Likens, 1989) (e.g. studies based on tree rings), studies using simulated data and studies with extended gaps between sampling.

In total, the relevant sections (i.e. the ones dealing with effects of abiotic parameters on biocoenosis) of 99 articles were analysed in depth for this study.

### 2.2. Study characterisation

The following characteristics were recorded: (1) investigated ecosystem (i.e. taxa and habitat), (2) geographical location, (3) LTER involvement, (4) aim of the study, (5) explained variables (i.e. total number and type), (6) explanatory variables (i.e. total number and type), (7) sampling strategy (i.e. study duration, sampling frequency, number of sites, and type of study: observational or experimental), and (8) data analysis methods. Only the features associated with the section focusing on the effects of abiotic parameters on biocoenosis were analysed.

When recording the investigated ecosystems, only the biological communities used as explained variables were retained. We followed the taxonomic indications of the authors, whether the authors defined the organisms they studied with monophyletic group names or not (e.g. aquatic
invertebrates, benthic communities, plankton). In the first case, we used taxonomic classification (Table 3, lower part), whereas in the second case we based our analyses on the terms given by the authors (Table 3, upper part).

To compute the number of explained variables, we considered the measurement of one taxon (e.g. abundance) as one explained variable, even if the community composition was analysed as a whole (e.g. with ordination methods) and not every taxon separately. The computation of the number of explanatory variables takes into account every single relevant explanatory variable, including variables belonging to the "direct anthropogenic impact" category that were considered as abiotic factors. The calculation of study duration was based on the temporal interval of the dependent variables dataset minus the number of years without sampling. In the few cases in which quantitative data were missing (e.g. concerning time-lag, number of studied species, sampling frequency), semi-quantitative classes (e.g. from one to five variables, more than five variables) were used to characterise the studies. Data analysis methods used to select variables before analysis (e.g. correlation tests among explanatory variables to avoid multicollinearity issues) were not mentioned unless the method led to the creation of new variables used in the analysis process itself (e.g. ordination axes summarising an extensive set of variables). 'Secondary' analysis tools (i.e. resampling techniques and post-hoc tests) associated with the 'main' methods were recorded but were not developed in this review. Spearman's rank order correlation (Spearman, 1907) was performed to test the correlation between the number of articles published per year and the year. More details on study characterisation methodology are available as Supplementary Materials (Table A.2).

## 3. Results

Publication dates of the 99 reviewed articles range from 1997 to 2018. The number of reviewed publications increased progressively from 1995 to 2017 (Spearman's rank order correlation; $\rho=$ $0.769 ; \mathrm{S}=306.49 ; \mathrm{p}$-value $<0.001$ ). This is shown graphically for data grouped into five-year intervals, with the exception of the most recent data spanning 2.5 years (Fig. 2).


Fig. 2 (single column): Evolution of the number of reviewed articles published over time. The last bar represents two and a half years. The average publication date is indicated by the star.

### 3.1. Ecosystems

Most of the articles concentrated on aquatic habitats, with almost half focusing on marine habitats, and about a quarter on terrestrial habitats (Table 2). Most terrestrial studies were conducted in grasslands or woodlands, but five articles involved different kinds of terrestrial habitats at the same time.

| Habitat category | Occurrence |
| :--- | :---: |
| Aquatic habitats | 78 |
| Marine habitats | 42 |
| Freshwater habitats | 27 |
| Brackish habitats | 9 |
| Terrestrial habitats | 21 |
| Woodlands | 6 |
| Grasslands | 6 |
| Several habitats | 5 |
| Anthropised habitats | 2 |
| Desert | 1 |
| Marshes | 1 |

Table 2: List of habitats studied in the reviewed articles, ranked by number of publications. Marine habitats include intertidal habitats; Brackish habitats combine estuaries and lagoons; Grasslands include steppe, scrubland and tundra; Anthropised habitats include crop fields.

Wide and non-monophyletic group names were used in almost half of the articles $(\mathrm{n}=47)$ to describe their biological material (Table 3, upper part). Several groups and taxa were highly represented: Plankton was studied in almost a quarter of the articles; fish, crustaceans and benthic communities were all examined in more than $10 \%$ of the studies. Several phyla, exclusively or mostly associated with aquatic habitats (e.g. Cnidaria, Mollusca and Echinodermata) were rarely investigated but may have been included in articles studying zooplankton, aquatic invertebrates or benthic communities. Similarly, hexapods were mainly studied in terrestrial habitats $(\mathrm{n}=6,85.7$ \% of hexapod studies), but we assume that insects were often studied as part of aquatic invertebrates and benthic communities. 'Green plants', mammals and birds were mostly studied in terrestrial habitats (Viridiplantae, $n=9,100 \%$; Mammalia, $n=6,85.7 \%$; Aves, $n=5,83.3 \%$ ).

Several articles investigated many taxa or species groups: for instance, Tian et al. (2006) used fisheries' catch results and included 58 species of fish, molluscs, crustaceans, echinoderms, marine mammals and algae. On the other hand, Clotfelter et al. (2007) focused on 'only' 13 species but at four trophic levels (two oak species, three rodents, one songbird and 7 raptors that were only used as dependent variables), analysing interactions between biotic and abiotic factors at different trophic levels.

| Taxon | Occurrence |
| :---: | :---: |
| Planktonic communities | $24^{1}$ |
| Zooplankton | 16 |
| Phytoplankton | 11 |
| Benthic communities | 15 |
| Aquatic invertebrates | 8 |
| ANIMALIA | $48^{1}$ |
| Chordata | 27 |
| Vertebrata | $26^{1}$ |
| Fishes ${ }^{2}$ | 16 |
| Aves | 6 |
| Mammalia | 7 |
| Reptilia ${ }^{2}$ | 1 |
| Tunicata | 1 |
| Arthropoda | 19 |
| Crustaceans ${ }^{2}$ | 11 |
| Hexapoda | 7 |
| Insecta | 4 |
| Collembola | 3 |
| Unspecified | 1 |
| Mollusca | 3 |
| Cnidaria | 3 |
| Syndermata | 2 |
| Echinodermata | 2 |
| Porifera | 1 |
| PLANTAE | 10 |
| Viridiplantae | 9 |
| Rhodophyta | 1 |
| CHROMISTA | 2 |

${ }^{1}$ The occurrence differs from the sum of lower rank occurrences because several lower taxa may be studied in one article.
${ }^{2}$ Paraphyletic group, treated as taxonomically relevant because of its low rank

Table 3: List of taxa and communities studied in the reviewed articles, ranked by number of publications. The upper part concerns communities with no taxonomic relevance and the lower part concerns taxa. The occurrence of one studied organism in a study is incremented in only one part (upper or lower) of the table. For the lower part, Kingdoms are indicated in capital letters, Phyla in standard and Classes in italics.


### 3.2. Localities

Fig. 3 (2-column): Distribution of the number of reviewed articles by continent (a), number of explained variables (b), type of explanatory variable (c), number of explanatory variables (d), sampling frequency (e), and number of sampling sites (f).

More than half of the reviewed studies concerned Europe $(n=54)$ and more than a quarter were conducted in North America $(\mathrm{n}=28)$ (Fig. 3.a). The remaining quarter concerned Asia $(\mathrm{n}=7)$, Oceania $(n=6)$, Africa $(n=2)$, South America $(n=2)$ and Antarctica $(n=1)$. Ershova et al. (2015) counted for both North America and Asia because the study location was the Chukchi Sea. The most commonly featured country was the United States of America, with 23 articles. LTER and similar networks (e.g. eLTER, iLTER) were involved (i.e. funding of the research project or sampling on a study site of this network) in 8 articles: three in the USA, three in Europe, one in Brazil and one in the Arctic.

### 3.3. Aims

For more than half of the studies $(\mathrm{n}=57)$, the analysis of environmental effects on biological communities was a secondary goal used to understand the temporal (i.e. intra- or inter-annual) or spatial variability of biotic variables by comparing it to spatio-temporal variability of abiotic parameters (e.g. climatic variables or sampling site features). For instance, Kimmel and Roman (2004) assessed monthly abundance variability of two copepod species in relation to water-quality metrics. Consequently, the analysis of abiotic effects on biotic parameters often followed a trend analysis or a comparison of biological measurements between locations in the article structure (e.g. Möllmann et al., 2000).

A second category, comprising 36 articles, involved studies whose primary goal was to relate structure and community composition to abiotic characteristics. These articles aimed (1) to detect differences of ecological preferences between taxa (e.g. comparison of the habitat of native and invasive fish species in Haupt and Phelps, 2016), (2) to understand differences in community assemblages and structures (e.g. Brooker et al., 2012 highlighted the effects of temperature and precipitation on spatial patterns of plant communities), or (3) to compare different effects of
environmental parameters on biological communities (e.g. short-term versus long-term climatic effects on bird distribution in Bateman et al., 2016; climatic parameters versus logging effect on zooplankton communities in Lévesque et al., 2017).

Lastly, a few articles ( $n=6$ ) aim to evaluate one very specific effect but include several confounding variables in the analyses to control for other effects and isolate the studied one. For instance, to study the long-term effect of an oil spill on a benthic population, Poggiale and Dauvin (2001) created a population dynamics model taking into account not only environmental pollution (i.e. the factor to be studied) but also sea-water temperature and competition (i.e. confounding factors).

### 3.4. Explained variables

A third of the articles ( $\mathrm{n}=32$ ) concerned a small number of explained variables (from one to five) (Fig. 3.b). Twenty-one studies used between six and 20 response variables, and 37 articles used more than 20 predictands (from 21 to $50, \mathrm{n}=16$; more than $50, \mathrm{n}=20$ ). We were not able to determine the number of dependent variables for 10 articles.

Response variables used in the articles concern either a single species or a group of species making up a considerable proportion of the studied community (e.g. guild, functional group, trait category, size class or taxonomic ranks above species such as genus, family and order). Most metrics, hereafter called 'species-specific metrics' (Table 4, upper part) can be applied to both categories. Most of them are abundance-based, but alternative species-specific metrics were also used in the reviewed literature (e.g. biomass, biovolume, covered surface).

On the other hand, several variables, hereafter called 'community metrics' (Table 4, lower part), require more than one species to be calculated and meaningful. Consequently, they are only used on groups of species, and mostly on all the organisms studied. These indices summarise
community characteristics and usually outline the taxonomic structure and composition of the community, mostly by means of diversity indices (e.g. Species richness, Shannon index, Simpson index, Pielou's evenness). However, community metrics can also focus on alternative community characteristics, such as the mean trophic level or biological traits (e.g. life history, morphology, physiology, behaviour) using fuzzy coding (see Chevenet et al., 1994, for further details on the methodology).

Species-specific metrics were employed in 90 articles, either in combination with community metrics $(\mathrm{n}=19,21.1 \%$ of articles using species-specific metrics) or not $(\mathrm{n}=71,78.9 \%)$. Community metrics were only analysed alone in a few studies $(\mathrm{n}=9)$.

|  |  | 2a. Based on the number of individuals? |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: |
|  |  | Yes |  | No |  |
| $\begin{aligned} & \sigma \\ & \tilde{0} \\ & \tilde{J} \\ & \tilde{0} \\ & 2 \\ & \frac{0}{0} \\ & 0 \\ & \frac{2}{2} \\ & \frac{2}{0} \\ & 20 \\ & \cdot 0 \\ & 0 \\ & 0 \end{aligned}$ | Yes <br> 'Species-specific metrics' | Number of individuals <br> Occurrence <br> Density <br> Recruitment <br> Mortality <br> Catch Per Unit Effort <br> (CPUE) <br> Phenology <br> Reproductive success | (Fasola et al., 2010; Gutierrez et al., 2016; Obaza et al., 2015) <br> (Bateman et al., 2016; Casey et al., 2015) <br> (Aleksandrov et al., 2009) <br> (Menge et al., 2011) <br> (Laurance et al., 2009) <br> (Haupt and Phelps, 2016; Hurst et al., 2004; James et al., 2008) <br> (van Walraven et al., 2017) <br> (Gauthier et al., 2013) | Biomass <br> Biovolume <br> Tree growth <br> Basal area <br> Surface cover <br> Aboveground Net <br> Primary Production <br> Number of nests <br> Spatial Associations | (Dippner and Ikauniece, 2001; Lavaniegos and Ohman, 2003; Wasmund et al., 2011) <br> (Ayón and Swartzman, 2008; Horn et al., 2011) <br> (Laurance et al., 2009) <br> (Laurance et al., 2009) <br> (Gross and Edmunds, 2015) <br> (Childers et al., 2006) <br> (Fasola et al., 2010) <br> (Brooker et al., 2012) |
| $\begin{array}{ll} 5 & 6 \\ 5 & 3 \\ 3 & 3 \\ 0 & 0 \end{array}$ |  | $2 b$. Summarises the taxonomic structure and composition of the community? |  |  |  |
|  | $\begin{gathered} \text { No } \\ \text { 'Community } \\ \text { metrics’ } \end{gathered}$ | Species Richness <br> Shannon index <br> Simpson Index <br> Pielou Index <br> Stability of composition | (Bortolini et al., 2014; Szentkirályi et al., 2007; Vaughan and Ormerod, 2012) <br> (Carballo et al., 2008; Pitacco et al., 2018; Zettler et al., 2017) (Penczak, 2011) <br> (Pitacco et al., 2018; Zettler et al., 2017) (Marchant and Dean, 2014) | Biological Traits (Fuzzy coding) <br> Mean trophic level <br> Bird Community Index | (Bêche and Resh, 2007; Latli et al., 2017; Lawrence et al., 2010) <br> (Tian et al., 2006) <br> (Ladin et al., 2016) |

Table 4: Non-exhaustive list of response variables used in the reviewed articles and up to three related examples. Rare and specific indices with complex names are not shown.

### 3.5. Explanatory variables

All quantitative predictors can be based on one or multiple measures (e.g. average, sum, variability, minimum, maximum). They can also illustrate previous abiotic conditions (e.g. weather variables, one, two and three years before measurement in Clotfelter et al., 2007). Half of the reviewed articles $(\mathrm{n}=52)$ used from six to 20 independent variables, but a large number used fewer (from 2 to $5, \mathrm{n}=35$ ) (Fig. 3.d). Only 9 articles used more than 20 predictors (from 21 to $50, \mathrm{n}=7$; more than $50, \mathrm{n}=2$ ). We were not able to determine the number of explanatory variables for three articles. It is worth noting that the two studies with more than 50 predictors (Kwok et al., 2016, and Ladwig et al. 2016) obtained a large number of explanatory variables because of the extensive use of different time lags on a modest number of measures; they did not include more than 50 unrelated parameters. Meteorological (e.g. temperature, cloudiness, radiation, humidity, precipitation, wind speed, atmospheric pressure) and climatic measures (North Atlantic Oscillation, North Pacific Gyre Oscillation, Pacific Decadal Oscillation, El Niño-Southern Oscillation, Southern Oscillation Index, North Pacific Index, Artic Oscillation Index, etc.) were used as predictors in almost all the reviewed studies $(\mathrm{n}=89)$ (Fig. 3.c), followed by physical and chemical characteristics (e.g. salinity, pH , dissolved oxygen, nutrients and pollutant concentration) and hydrological and hydraulic metrics (e.g. depth, velocity, discharge, turbidity, wave height, sinuosity) in 49 and 39 articles respectively. The effects of sampling site features (e.g. topography, elevation, land cover, habitat type, sedimentary characteristics, distance to the coast) were analysed in 17 studies, while direct anthropogenic impact (e.g. hunting, logging, engineering, oil spill) was studied in only five articles. Sixty-eight articles used two or more categories of abiotic variables.

### 3.6. Sampling strategy

The average study duration of the 99 papers was 23.46 years (min: 3 ; max: 114 ; sd: 15.92 ; median: 20) (Fig. 4). The sampling frequency occurred monthly or at least several times a year in 32 articles, but a significant number of the studies $(n=22)$ involved yearly sampling or less (Fig. 3.e). Fieldwork performed more than once a month was less frequent (weekly or fortnightly, $\mathrm{n}=$ 15; daily or several times a week, $n=5$ ). Sampling frequency was not indicated in a large number of studies $(n=25)$.


Fig. 4 (2-column): Distribution of study duration of the reviewed articles.

Only three studies can be considered as experimental (i.e. at least one environmental condition was controlled): Daghighi et al. (2017), Gutiérrez-Fonseca et al. (2018) and Waterkeyn et al. (2011) who studied the effects of salinity and hydrological disturbance in mesocosms. The remaining 96 articles were observational studies. The articles studying only one site were similar in number to those studying more than 20 (one site, $\mathrm{n}=12$; more than 20 sites, $\mathrm{n}=13$ ) (Fig. 3.f).

Most papers involved an intermediate number of sampling stations (2-5, $n=29 ; 6-20, n=26$ ). The number of sampling sites in 19 articles could not be determined.

### 3.7. Data analysis techniques

In all, 40 data analysis methods were recorded. Univariate methods were performed in 73 articles and multivariate techniques were used in 54 articles. Both methods were used in 28 articles. Statistical modelling is the most frequent type of analysis, used in almost half of the reviewed articles $(n=46)$. In particular, linear models were used in 34 studies (Table 5). Ordination methods are also common, used in 45 articles (constrained ordination, $\mathrm{n}=26$; unconstrained ordination, n $=25)$. Statistical tests, mostly correlation tests ( $\mathrm{n}=27,73.0 \%$ of all studies with statistical tests), were used in 37 studies. The remaining analysis categories were performed in fewer than four articles. There is a large gap in the use of univariate methods between the two main techniques (i.e. linear modelling and correlation tests) and the others (e.g. additive modelling, Maxent). There is no such gap in multivariate methods. At least two distinct data analysis methods were combined in 43 articles to assess the effects of abiotic factors on biological communities, with up to five methods involved in the reviewed section of one article. Ordination methods were often performed in combination with other analysis methods (Fig. 5). For instance, unconstrained ordination was associated with statistical tests in 13 studies, and constrained ordination was combined with statistical modelling in 8 articles. Statistical modelling is the most common type of analysis used singly ( $\mathrm{n}=27,58.7 \%$ of all studies performing statistical modelling ).

| Method | Acronym | Type of analysis | Examples | Occurrence |  |
| :---: | :---: | :---: | :---: | :---: | :---: |
|  |  |  |  | Total | Lone use |
| Linear models | LM | Statistical modelling | (Brooker et al., 2012; Jourdan et al., 2018; Lavaniegos and Ohman, 2003) | 34 | 50 \% |
| Correlation test | - | Statistical test | - - | $27^{1}$ | $37 \%$ |
| Pearson correlation test | - | Statistical test | (Einarsson and Björk Örnólfsdóttir, 2004; Hall and Rudstam, 1999; Möllmann et al., | 17 | 41 \% |
| Spearman's rank order correlation | - | Statistical test | (Brown and Edmunds, 2013; Carballo et al., 2008; Sponseller et al., 2010) | 6 | 0 \% |
| Cross-correlation functions | CCF | Statistical test | (Gröger and Rumohr, 2006; Licandro et al., 2012; Szentkirályi et al., 2007) | 3 | 33 \% |
| Partial correlation analysis | - | Statistical test | (van der Wal and Stien, 2014) | 1 | 0 \% |
| unspecified | - | Statistical test | - | 2 | $50 \%$ |
| Principal Components Analysis | PCA | Unconstrained ordination | - | 20 | 0 \% |
| Ordinary Principal Components Analysis | PCA | Unconstrained ordination | (Bortolini et al., 2014; Buttay et al., 2016; Tian et al., 2006) | 17 | 0 \% |
| 3-mode Principal Components Analysis | 3-mode PCA | Unconstrained ordination | (Beaugrand et al., 2000) | 1 | $0 \%$ |
| Between-dates Principal Components Analysis | bPCA | Unconstrained ordination | (Latli et al., 2017) | 1 | $0 \%$ |
| Eigen Vector Filtering | EVF | Unconstrained ordination | (Licandro et al., 2012) | 1 | $0 \%$ |
| Redundancy Analysis | RDA | Constrained ordination | - | $9^{1}$ | 33 \% |
| Ordinary Redundancy Analysis | RDA | Constrained ordination | (Beuchel et al., 2006; Wasmund et al., 2011; Waterkeyn et al., 2011) | 6 | 17 \% |
| Distance-based Redundancy Analysis | db-RDA | Constrained ordination | (Abonyi et al., 2018; Pitacco et al., 2018; Zettler et al., 2017) | 3 | 67 \% |
| Partial Redundancy Analysis | p-RDA | Constrained ordination | (Horn et al., 2011) | 1 | 0 \% |
| BIO-ENV procedure | BIO-ENV | Statistical test | (Barrio Froján et al., 2008; Kimball et al., 2014; Taylor et al., 2017) | 8 | 75 \% |
| Canonical Correspondence Analysis | CCA | Constrained ordination | (Feike et al., 2007; Henderson et al., 2011; Hurst et al., 2004) | 7 | 71 \% |
| Generalized Linear Model | GLM | Statistical modelling | (Fasola et al., 2010; Gutierrez et al., 2016; Kwok et al., 2016) | 6 | 50 \% |
| Correspondence Analysis | CA | Unconstrained ordination | - | 5 | 20 \% |
| Ordinary Correspondence Analysis | CA | Unconstrained ordination | (Daufresne et al., 2004; Vaughan and Ormerod, 2012) | 2 | 0 \% |
| Fuzzy Correspondence Analysis | FCA | Unconstrained ordination | (Bêche and Resh, 2007; Feio et al., 2015) | 2 | $50 \%$ |
| Detrended Correspondence Analysis | DCA | Unconstrained ordination | (Bortolini et al., 2014) | 1 | 0 \% |


| Canonical Correlation Analysis | CCorA | Constrained ordination | (Dippner et al., 2000; Kröncke et al., 1998; Molinero et al., 2006) | 5 | 20 \% |
| :---: | :---: | :---: | :---: | :---: | :---: |
| Process-based Model | - | Mechanistic modelling | (Kerimoglu et al., 2013; Mutshinda et al., 2017; Poggiale and Dauvin, 2001) | 3 | 100 \% |
| Generalized Additive Model | GAM | Statistical modelling | (Latli et al., 2017; Ribic et al., 2011; Silva et al., 2014) | 3 | 67 \% |
| Non-metric Multidimensional Scaling | nMDS | Unconstrained ordination | (Gutiérrez-Fonseca et al., 2018; Horn et al., 2011; Jucevica and Melecis, 2006) | 3 | 0 \% |
| Maximum Entropy Modelling | Maxent | Statistical modelling | (Bateman et al., 2016; Casey et al., 2015) | 2 | $50 \%$ |
| Self-Organizing Map | SOM | Artificial Neural Network | (Choi et al., 2015; Pfister, 2006) | 2 | $50 \%$ |
| Path analysis - Causal model | - | Statistical modelling | (Hallett et al., 2014; Irvine et al., 2015) | 2 | $50 \%$ |
| Additive Model | AM | Statistical modelling | (Carballo et al., 2008; Vaughan and Ormerod, 2012) | 2 | 0 \% |
| Hierarchical partitioning | HP | Statistical modelling | (Latli et al., 2017; Marchant and Dean, 2014) | 2 | 0 \% |
| Classification and Regression Tree | CART | Classification | (Ayón and Swartzman, 2008) | 1 | $100 \%$ |
| Multiple Discriminant Analysis | MDA | Constrained ordination | (Kodama et al., 2002) | 1 | $100 \%$ |
| STATICO method | - | Constrained ordination ${ }^{2}$ | (Mazzocchi et al., 2012) | 1 | $100 \%$ |
| Asymmetric Eigenvector map | AEM | Spatial Eigenfunction analysis | (Lévesque et al., 2017) | 1 | $0 \%$ |
| Co-inertia Analysis | CoIA | Constrained ordination | (Latli et al., 2017) | 1 | 0 \% |
| Min/Max Auto-correlation Factor Analysis | MAFA | Unconstrained ordination | (van Walraven et al., 2017) | 1 | 0 \% |
| Permutational multivariate analysis of variation | PERMANOVA | Statistical test | (Gutiérrez-Fonseca et al., 2018) | 1 | $0 \%$ |
| Multivariate analysis of variation | MANOVA | Statistical modelling | (Penczak, 2011) | 1 | $0 \%$ |
| Quantile regression | - | Statistical modelling | (Menge et al., 2011) | 1 | $0 \%$ |
| Student's t-test | - | Statistical test | (Lawrence et al., 2010) | 1 | $0 \%$ |
| Variation Partitioning | VP | Constrained ordination \& Statistical modelling | (Lévesque et al., 2017) | 1 | 0 \% |
| Cross-wavelet | - | Wavelet analysis | (Menge et al., 2011) | 1 | $0 \%$ |
| Wavelet coherence | - | Wavelet analysis | (Menge et al., 2011) | 1 | $0 \%$ |

The occurrence differs from the sum of alternative methods occurrences because one article may use several alternatives
${ }^{2}$ This method combines both constrained and unconstrained ordination
Table 5: List of data analysis methods performed in the reviewed studies, ranked by their occurrence in publications. When a mixture of methods is used, its occurrence is incremented but the occurrence of the different components of the method is not. The "Example" column contains up to three references of reviewed articles using the method.


Fig. 5 (2-column): Chord diagram representing combinations of analysis types. Arcs represent pairs of methods used in the same article, with their size proportional to the number of articles in which the combination occurs (the ticks on the outer part of the circle represent articles). Sectors of the circle with no arc represent studies using only one method or a combination of methods belonging to the same group. For studies performing more than two types of analysis, one arc is drawn for each pair. This diagram was drawn with the R package 'Circlize’ (Gu et al., 2014).

### 3.7.1. Statistical modelling

For univariate analyses, researchers can choose between three main types of model identified by Levins (1966) in population biology: analytical (or mathematical) models, empirical (or statistical or phenomenological) models, and mechanistic models (also called causal models or processbased models) (Guisan and Zimmermann, 2000). Most modelling techniques used in the studies belong to the empirical family, i.e. models that aim to combine precision (accuracy of predicted response) and realism (unrealistic assumptions are limited) (Levins, 1966), but do not describe realistic cause-effect links between predictors and the response variables, or inform about underlying ecological functions and mechanisms (Guisan and Zimmermann, 2000).

In the reviewed literature, statistical modelling was mainly performed by means of linear models (Table 5), mostly with ordinary and simple linear models ( $\mathrm{n}=23,50.0 \%$ of articles including modelling approaches, Table 6), e.g. linear regressions, ANOVA, ANCOVA. They were used with other methods half of the time. The purpose of linear modelling is to describe the relationship between a single response variable and a set of explanatory variables, in order to test hypotheses about the model parameters, or to forecast or predict values of the response variable (Legendre and Legendre, 2012). The response variable and the predictors cannot be interchanged. The term 'linear' is misleading: it is possible to model non-linear relationships (e.g. polynomial, trigonometric functions) with linear models. Those models are "linear in the parameters" (Zuur et al., 2009), i.e. each term of the explanatory part of the model is either a constant or the product of a parameter (i.e. coefficient) and a predictor. The random part of an ordinary linear model is only composed of the real random term (i.e. the residuals). However the random part can be extended (see Table 6) with components that allow the model to take into account heterogeneity (i.e. generalized least squares model), nested data (i.e. mixed effect model), and temporal or spatial
correlations (e.g. auto-regressive model, auto-regressive moving average model) (Zuur et al., 2009). These extensions were used in many of the studies performing linear modelling ( $\mathrm{n}=13$, $37.1 \%$ ). Linear models can also be combined in a hierarchical model (HM, MacKenzie and Kendall, 2002; Royle, 2004), which is a sequence of models ordered by their conditional probability structure (Santoro et al., 2016) and which involves at least one model (i.e. level of the HM model) referring to an unobserved variable (e.g. population abundance). Santoro et al. (2016) used a two-level hierarchical model in order to account for temporal variation in the probability of capture to evaluate changes in abundance.

When the dependent variable is not Gaussian, a generalized linear model (GLM) with a nonnormal distribution (e.g. Poisson, Binomial, Gamma) can be used to relate the explanatory variables to the response variable through a link function (e.g. logarithm, logit) (Guisan et al., 2002). However, relatively few articles $(\mathrm{n}=6)$ performed GLM compared to linear models, even though the distribution of the dependent variable is often not Gaussian in ecology (e.g. count data, proportional data, presence-absence data). The same extensions of the random part for linear models are also available in their generalized form.

In additive modelling, in contrast to linear regressions, a smoothing function is used to link an explanatory quantitative variable to the response variable instead of a coefficient (Zuur et al., 2009). This non-parametric method was used in only five articles. It is an appropriate way of evaluating an empirical relationship instead of estimating the parameters of a model (Legendre and Legendre, 2012). It is also possible to generalise this method to non-Gaussian distributions and to extend the random part.

While frequentist methods are efficient for model comparison and evaluation, Bayesian frameworks, i.e. approaches that consider that the parameters to be estimated are not fixed and
where prior knowledge can be used (Zuur et al., 2009), have many advantages in linear and additive modelling (Dorazio, 2016; Garamszegi et al., 2009; Hobbs and Hilborn, 2006). However, only Gutierrez et al. (2016) took a Bayesian approach by using Markov chain Monte Carlo (MCMC).

${ }^{1}$ The occurrence differs from the sum of alternative methods occurrences because one article may use several alternatives.

Table 6: Linear and additive model types used in the reviewed studies and their occurrence

Other statistical modelling methods were rarely performed $(\mathrm{n}=8$ ). Hierarchical partitioning (HP, Chevan and Sutherland, 1991) can be used in combination with other modelling techniques (e.g. linear regression) in order to assess the independent contribution of each predictor to the variation
of the dependent variable. It also enables the authors to avoid both multi-collinearity issues and overfitting (Chevan and Sutherland, 1991). This method was used in Marchant and Dean (2014) and in Latli et al. (2017) with linear models and GAM respectively.

Maximum entropy modelling (Maxent, Jaynes, 1957) is a type of Species-Distribution Model (SDM) very similar to GLM/GAM, which does not require absence data and has many advantages over other modelling of species distribution using presence-only data (Phillips et al., 2006). It was used by Bateman et al. (2016) and Casey et al. (2015).

Path analysis (Wright, 1960, 1921) is a special case of structural equations modelling (Grace et al., 2012; Legendre and Legendre, 2012) used to test causal hypothesis between multiple variables (Shipley, 2013). Unlike multiple linear regression, from which it derives (Legendre and Legendre, 2012), it allows for more than a simple correlative relationship between two variables by including mediator, moderator and covariate variables in the causal model. Irvine et al. (2015) used this technique to assess the impact of anthropogenic drivers on biological conditions with Bayesian estimation of the parameters. It was also used by Hallett et al. (2014), who called it 'structural equation modelling', to relate precipitation to community stability via species richness, compensatory dynamics and dominant species stability.

Quantile regression (Koenker and Bassett, 1978) is a method that estimates multiple slopes to describe the relationship between a response variable and predictors. It is useful in cases of linear regression with heterogeneous variances (Cade and Noon, 2003). It was performed by Menge et al. (2011) to evaluate barnacle and mussel recruitment in response to climatic factors.

A multivariate analysis of variance (MANOVA), the equivalent of a univariate analysis of variance (ANOVA) applied to several continuous and independent response variables (Buttigieg and Ramette, 2014; James and McCulloch, 1990), was performed in Penczak (2011).

### 3.7.2. Ordination methods

Several problems occur when authors have to investigate the link between many explained variables and many drivers: drawing all possible scatterplots is not only laborious but also uninformative, and it is not possible to draw a plot with more than two or three axes, each one representing a descriptor (Legendre and Legendre, 2012). However, ordination methods, widely used in multivariate frameworks, make it possible to project such a multidimensional scatter plot onto bivariate graphs with axes representing a substantial portion of the data matrix variability in a reduced space. A wide variety of methods were used in the reviewed literature, belonging either to the unconstrained family (Table 7, upper part), or to the constrained family (Table 7, lower part). Unconstrained ordination techniques aim to display a maximum amount of a dataset's variability on a few axes without presuming causal relationships (Ramette, 2007). These methods are considered as exploratory and are used for indirect gradient analysis: gradients are unknown $a$ priori and are inferred from the response data (Buttigieg and Ramette, 2014). By contrast, in direct gradient analysis, gradients are known, measured and directly related to the response dataset (i.e. the biological variables in our case) (Buttigieg and Ramette, 2014). Direct gradient analysis can be performed with constrained ordination methods, also called canonical analysis, by comparing two or more matrices. Indeed, these techniques aim to display only the dataset variation that can be modelled with constraining variables. We identified two types of constrained ordination in the reviewed articles: asymmetric methods and symmetric methods. The asymmetric forms of constrained ordination involve a response matrix (i.e. biotic variables in our case) and an explanatory matrix (i.e. environmental parameters in our case) that cannot be interchanged without consequences on the analysis. These methods combine ordination and regression: the ordination of the response matrix is constrained to be linearly related to the explanatory matrix (Legendre and

Legendre, 2012). However, asymmetric constrained ordination methods, like all traditional ordination techniques used in the articles, are considered as 'algorithmic', because the statistical properties of the data are not taken into account, in contrast to 'model-based' methods, which involve the specification of a statistical model (Hui et al., 2015; Warton et al., 2015). In symmetric constrained ordination techniques, the two data sets play the same role (Legendre and Legendre, 2012). Most of these methods are considered as interpretive (e.g. CCA, RDA, CCorA) (Paliy and Shankar, 2016).

| Method | Input data | Relation | Reference |
| :--- | :---: | :---: | :---: |
| PCA | Raw data | Linear | (Hotelling, 1933; Pearson, 1901) |
| 3-mode PCA | Raw data | Linear | (Tucker, 1966) |
| bPCA | Raw data | Linear | (Dolédec and Chessel, 1987) |
| EVF | Autocovariance matrix | Linear | (Ibanez and Conversi, 2002) |
| CA | Raw data | Unimodal | (Benzecri, 1969; Fisher, 1940; |
| FCA | Fuzzy-coded data | Unimodal | (Chevenet et al., 1994) |
| DCA | Raw data | Unimodal | (Hill and Gauch, 1980) |
| nMDS | Distance matrix | Any ${ }^{1}$ | (Kruskal, 1964a, 1964b; |
| MAFA | Raw data | Linear | (Shapiro and Switzer, 1989) |


| Asymmetric methods |  |  |  |
| :--- | :---: | :---: | :---: |
| RDA | Raw data | Linear | (Rao, 1964) |
| db-RDA | Distance matrix | Any $^{1}$ | (Legendre and Anderson, 1999) |
| p-RDA | Raw data | Linear | (Davies and Tso, 1982) |
| CCA | Raw data | Unimodal | (ter Braak, 1986) |
| VP | Raw data | Linear | (Borcard et al., 1992) |
| MDA | Raw data | Linear | (Fisher, 1936; Rao, 1948) |
| Symmetric methods |  |  |  |
| CCorA | Raw data | Linear | (Hotelling, 1936) |
| CoIA | Ordination output | Any $^{2}$ | (Doledec and Chessel, 1994) |


| STATICO | Raw data | Any $^{2}$ |
| :--- | :--- | :--- | (Thioulouse et al., 2004)

Table 7: Characteristics of ordination methods performed in the reviewed studies, unconstrained analyses in the upper part and constrained analyses in the lower part. "Reference" column contains the bibliographical sources that first introduced the method.

Indirect gradient analysis was performed with unconstrained ordination as exploratory method mostly by means of ordinary Principal Components Analysis (PCA), which was also the most widely used ordination technique in the reviewed articles $(\mathrm{n}=17,37.8 \%)$. This method summarises a large number of quantitative variables in a few dimensions: principal components that are orthogonal to each other and consist of linear combinations of input variables (Legendre and Legendre, 2012). PCA was thus almost always used to limit the number of variables and avoid multicollinearity issues. Only Jahan and Choi (2014) used a single PCA to visualise correlations between abiotic and biotic variables before testing them with a correlation test. Therefore, PCA, in its ordinary form or in a derived form, was not used for analysis strictly speaking and was always performed in combination with other methods (e.g. correlation tests, linear models, Canonical Correlation Analysis). It was applied half the time ( $\mathrm{n}=9,47.4 \%$ ) on both biotic and abiotic variables with two separate PCAs, only on predictors in 7 studies, and only on predictands in three articles. Different kinds of PCA were not often used: Beaugrand et al. (2000) performed a 3-mode Principal Components Analysis (3-mode PCA) based on three classical PCAs in order to assess variation of species abundance in time and space; a between-date PCA (bPCA) was used in Latli et al. (2017) to maximise the distance between the sampling years along the successive bPCA axes; and Licandro et al. (2012) used EigenVector Filtering adapted to time-series with missing values,
which corresponds to a PCA calculated on an autocovariance matrix based on the original timeseries lagged with itself.

Correspondence analysis (CA), also called reciprocal averaging, was performed in five articles but in three different forms: ordinary $(\mathrm{n}=2)$, Fuzzy $(\mathrm{n}=2)$ and Detrended $(\mathrm{n}=1)$. Ordinary Correspondence Analysis was first proposed for the analysis of two-way contingency tables, but in ecology it is mostly applied on sites x species (presence / absence or abundance) matrices (Legendre and Legendre, 2012). Although this method is analogous to PCA, it aims at maximising the correspondence between rows and columns. Unlike PCA, the same result is thus produced when transposing the data matrix. Moreover, it preserves $\chi^{2}$ distance instead of Euclidian distance (i.e. 'ordinary' straight line distance). Vaughan and Ormerod (2012) achieved a CA on biological communities, and then used the main axis of variation as a dependent variable. Fuzzy-coded Correspondence Analysis (FCA, Chevenet et al., 1994) can be applied on fuzzy-coded data (categories and subcategories, e.g. biological traits) and was used to relate community traits to temperature and precipitation in Feio et al. (2015), or to relate FCA axes to environmental parameters in Bêche and Resh (2007). Detrended Correspondence Analysis (DCA, Hill and Gauch, 1980) is used to remove the arch effect due to unimodal responses of communities to environmental gradients (Legendre and Legendre, 2012). It was performed by Bortolini et al. (2014) on biotic variables to produce axes, subsequently used as response variables.

Two other unconstrained ordination techniques were performed: non-Metric Multidimensional Scaling (nMDS) and Min/Max Autocorrelation Factor Analysis (MAFA). nMDS is not an eigenvector-based technique, so, unlike PCA and CA, the input data is a distance matrix. Its aim is to represent the objects in a restricted number of dimensions (i.e. two or three) with all data variance utilised, and it does not preserve the exact distance between objects; the interpretations
are thus qualitative and subjective (James and McCulloch, 1990; Legendre and Legendre, 2012; Paliy and Shankar, 2016; Ramette, 2007). Jucevica and Melecis (2006) performed an nMDS on Collembola communities and then used the two axes in correlation tests. Gutiérrez-Fonseca et al. (2018) used nMDS to define groups between macroinvertebrates assemblages, and Horn et al. (2011) applied this method on diatom communities with vector fitting of explanatory variables prior to constrained ordination. MAFA is similar to PCA but the axes represent a measure of autocorrelation. Van Walraven et al. (2017) used this technique on biological data prior to correlation test with MAFA axes.

Redundancy Analysis (RDA) is the most frequently used constrained ordination technique ( $\mathrm{n}=9$, $34.6 \%$ ) and was mainly performed in its ordinary form ( $\mathrm{n}=6,66.7 \%$ ), but distance-based Redundancy Analysis (db-RDA) ( $\mathrm{n}=3,33.3 \%$ ) and partial Redundancy ( $\mathrm{p}-\mathrm{RDA}$ ) $(\mathrm{n}=1,11.1 \%$ ) were also used. Ordinary Redundancy Analysis, an asymmetric constrained ordination that allows for different types of explanatory variables (i.e. quantitative and qualitative), is the extension of multiple regression to the modelling of multivariate response data (Legendre and Legendre, 2012). However, as mentioned above, it is not considered to be 'model-based' (Warton et al., 2015). This method is also the canonical version of PCA where the components are constrained to be linear combinations of the environmental variables (Paliy and Shankar, 2016; Ramette, 2007). This technique is applied on sites x species matrices (response data set) and on sites x abiotic factors matrices (explanatory data set). For example, Li et al. (2015) conducted Ordinary RDA to analyse the effect of climate factors on vegetation assemblage. Distance-based Redundancy Analysis, also called distance-based linear model (DISTLM), is a particular form of RDA carried out on a distance matrix and thus allows an analysis based on various distance functions. It was performed
in three studies (Abonyi et al., 2018; Pitacco et al., 2018; Zettler et al., 2017), for example, to quantify the variation in benthic community explained by climatic parameters in Pitacco et al. (2018). Partial Redundancy Analysis is used to analyse the effect of an explanatory matrix $X$ on the matrix $Y$ adjusted for the effect of covariables in a matrix $W$. This method was used by Horn et al. (2011) to isolate the effect of climate variables from that of trophic variables on a phytoplankton community. Lévesque et al. (2017) used variation partitioning (VP) by Redundancy Analysis in order to partition the effects of temporal, spatial and environmental parameters on zooplankton communities.

Canonical Correspondence Analysis (CCA), another asymmetric technique similar to RDA in many aspects, was performed in 7 articles, mainly with no other data analysis method ( $\mathrm{n}=5$, $71.4 \%$ ). Any data suitable for CA can be used as the response matrix $Y$ (Legendre and Legendre, 2012; Ramette, 2007), and although CCA is suitable for unimodal responses, it seems to be robust for other responses (e.g. bimodal, unequal ranges) (Ramette, 2007). However, its predictive power is inferior to that of GLM, because the same explanatory variables are used for the whole community in constrained ordination, whereas species-specific subsets of predictors can be defined in modelling (Guisan et al., 1999). CCA was used in Garcia et al. (2012) to study the relationship between fish species abundance and environmental variables (water temperature, salinity, rainfall), and also in Pace et al. (2013) to analyse the link between taxa abundance of aquatic insects and environmental variables. Like CA, this method preserves $\chi^{2}$ distance.

Multiple Discriminant Analysis (MDA), also called Linear Discriminant Analysis (LDA) or Discriminant Function Analysis (DFA), is not interpretive but discriminatory (Paliy and Shankar, 2016). This technique is used to determine the linear combination of explanatory variables that best defines an already known grouping of objects (Legendre and Legendre, 2012). However, this
method is often used as an exploratory ordination technique (James and McCulloch, 1990). It was used in Kodama et al. (2002) to explain the groups of fish and invertebrates constituted with nMDS and cluster analysis with environmental variables.

Canonical Correlation Analysis (CCorA) is the symmetric equivalent of RDA and was the most frequently used symmetric constrained analysis method ( $\mathrm{n}=5,71.4 \%$ ). The difference between these two techniques can be compared to the difference between simple linear regression and linear correlation (Legendre and Legendre, 2012). Studied objects (e.g. sites) in CCorA are described by two matrices containing quantitative parameters (i.e. raw data) and treated symmetrically. Legendre and Legendre (2012) stated that this method has limited applications nowadays for two reasons: (1) the use of Co-inertia Analysis (CoIA), a similar but more flexible technique, and (2) many ecological issues are asymmetric, i.e. variables are defined as explanatory or explained by the study design, and their roles cannot be swapped. Nevertheless, it was used in five articles, once alone in Aßmus et al. (2009), and four times with other methods, for example in Molinero et al. (2006) where PCA was first conducted on both biotic and abiotic variables before the axes were submitted to a CCorA.

As explained above, CoIA is an alternative method to CCorA, presenting many advantages; for example, it allows multicollinearity issues among variables in the same matrix, it preserves Euclidian distance instead of Mahalanobis distance, and the number of species does not have to be less than the number of sampling sites (Legendre and Legendre, 2012). This technique is also based on covariance and not on correlation (Paliy and Shankar, 2016). However, it was only performed in Latli et al. (2017) on principal component axes of environmental and faunal variables.

STATICO, a method that combines Partial Triadic Analysis (PTA, Tucker, 1966) and CoIA, is used to study the dynamics of the relationship between environmental parameters and biological communities by analysing sequences of paired ecological tables (Thioulouse et al., 2004). It was used only in Mazzocchi et al. (2012) to investigate stable patterns and interannual changes in the relationships between copepods and their environment.

### 3.7.3. Statistical tests

Correlation tests were the most frequently used data analysis method after linear modelling ( $\mathrm{n}=$ 27), and were mainly used in combination with other techniques ( $\mathrm{n}=17,63.0 \%$ ). They were mostly performed as Pearson correlation tests ( $\mathrm{n}=17,63.0 \%$ ), which measures the intensity of the linear relationship between two random variables and does not assume any functional or explanatory response or causal link between them (Legendre and Legendre, 2012). Thus, unlike linear modelling, the two variables play the same role and can be swapped. Spearman's rank order correlation (Spearman, 1907), a non-parametric correlation test based on ranks, was used in 8 studies to measure the strength of non-linear monotonic relationships. Two other correlation methods were used: cross-correlation functions (CCF) to identify the time lag for the predictor that maximises the correlation in Gröger and Rumohr (2006), Licandro et al. (2012), and Szentkirályi et al. (2007), and partial correlation in van der Wal and Stien (2014) where it was used to analyse the correlation between plant biomass and weather parameters (cloud cover and rainfall) after controlling for the effect of temperature. We were not able to determine which correlation technique was used in two articles.

Only three other statistical tests were very occasionally used: the BIO-ENV procedure, PERMANOVA, and Student's t-test. The BIO-ENV procedure (Clarke and Ainsworth, 1993) is a technique that aims to select relevant explanatory variables by performing correlation tests
between a dissimilarity matrix derived from a species-specific metric (e.g. abundance) and several dissimilarity abiotic matrices. It was used in 8 articles and six times with no other method. Permutational multivariate analysis of variation (PERMANOVA, Anderson, 2001), a nonparametric method used to perform multivariate ANOVA and test differences between object classes, was used in Gutiérrez-Fonseca et al. (2018) to assess differences in abiotic parameters between groups after non-metric multidimensional scaling. Student's $t$-test was performed in Lawrence et al. (2010) to detect differences in biotic integrity between two categories of climate parameters.

### 3.7.4. Other data analysis methods

The five remaining categories of data analysis techniques are found in only 7 articles. Although most of the models reported in the studies can be depicted as statistical models, three articles used mechanistic models. Unlike empirical models, mechanistic models, which are considered to be both realistic and general, are based on real cause-effect relationships, but their predictive power is often lower (Guisan and Zimmermann, 2000). Poggiale and Dauvin (2001) used a discrete population dynamics model that included sea temperature, competition and environmental pollution, calibrated by minimizing the distance between simulated and observed data to estimate the different parameters (e.g. carrying capacity, optimal growth temperature). A similar method was used by Mutshinda et al. (2017) and Kerimoglu et al. (2013).

The Self-Organizing Map (SOM, Kohonen, 1982) is an unsupervised learning algorithm of the Artificial Neural Network (ANN) that identifies clusters and maps high-dimensional data into a two-dimensional representational space. Every input data item selects the best matching model, each one associated with a 'neuron' that is represented on the two-dimensional grid of the SOM, with similar models associated with closer neurons (Kohonen, 2013). In Choi et al. (2015), both
environmental and community data were used as input variables, while Penczak (2011) only entered biotic variables and then performed a MANOVA on environmental variables using the SOM clusters as categorical explanatory variable.

Classification and Regression Trees (CART) is a model-based tree classifier that explains the variation of a response variable with one or more predictors by splitting the data into nodes that best distinguish between samples (Ayón and Swartzman, 2008; De'ath and Fabricius, 2000). This technique is suitable for the analysis of complex ecological data and has many strengths: it can deal with non-linear relationships, missing values and categorical or quantitative variables. Nevertheless, this method is univariate, unlike Multivariate Regression Trees (MRT), an extension of CART to multivariate response data (De'ath, 2002; Larsen and Speckman, 2004). Ayón and Swartzman (2008) used this method to determine the parameter with the strongest effect on zooplankton biovolume.

Asymmetric Eigenvector Maps (AEM, Blanchet et al., 2008) is a spatial eigenfunction analysis, a family of methods for multiscale analysis where eigenvectors of spatial configuration matrices are calculated and then used as predictors. AEM specifically considers asymmetric directional physical processes in order to model multivariate spatial distributions and can be extended to timeseries analysis (Legendre and Gauthier, 2014). For example, Lévesque et al. (2017) performed AEM to model temporal structure and used it as an explanatory variable of zooplankton taxa abundance.

Finally, wavelet analysis is a time-series analysis method that has many advantages over other similar techniques (e.g. spectral analysis), including robustness to missing values and nonnecessity of stationarity of the time-series (Torrence and Compo, 1998). It was performed in Menge et al. (2011) by means of cross-wavelet and wavelet coherence to investigate respectively
the covariance and the correlation between recruitment of barnacles and mussels and each environmental variable in a temporal framework.

## 4. Discussion

### 4.1. Trends in study characteristics and study design

Our review documented a wide variety of study designs, methods of data analysis and modelling in long-term studies, with an increasing number of studies since the mid-1990s. While this increase may partly be due to difficulty finding older articles, the dominant duration of studies, i.e. up to twenty years, and the average publication date (2010) suggest that many of the studies were initiated in the early 1990s in the context of a growing awareness of biodiversity loss (e.g. the Rio de Janeiro Earth Summit in 1992). More recently, the effect of climate change on biodiversity, which has been the subject of a growing body of published literature (Chapman et al., 2014; Jaeschke et al., 2014), may also contribute to the increasing number of long-term studies. The fact that $75 \%$ of the articles resulting from our search concerned aquatic ecosystems, especially marine systems, was surprising, because none of the key-words in our search was directly linked to this type of habitat or to the biological communities that live in it. By contrast, Jaeschke et al. (2014) reviewed studies on the impact of climate change on organisms and ecosystems published between 2003 and 2013 and found that $44 \%$ of the studies focused on aquatic ecosystems. This suggests that aquatic habitats are either the subject of long-term studies, older long-term studies, or studies that focus on parameters not necessarily linked to climate change. Due to the focus on aquatic habitats in our review, only taxa and groups associated with these habitats were widely investigated, taxa linked mainly to terrestrial habitats being underrepresented.

As in Jaeschke et al. (2014), South America, Asia and Africa are underrepresented in the reviewed studies compared to Europe and North America. Jaeschke et al. (2014) demonstrated a positive correlation between gross domestic product and the number of studies per country. Thus, the low number of studies carried out in South America, Asia and Africa might be due to financial reasons, especially as funding is a major challenge in long-term ecological monitoring (Strayer et al., 1986). We expected more articles to be associated with LTER and similar networks, and the relatively low number may be due to our selection criteria.

The use of community indices is less than we expected, as these have many advantages, such as the synthesis of information. However, they also have a number of drawbacks, notably regarding the use of cardinal indices (e.g. Shannon index), which are the most commonly used diversity indices. For instance, all individuals of the same taxon are considered equal (e.g. their body size is not taken into account) and all taxa are assumed to be equally different (Cousins, 1991; Peet, 1974). Researchers working with these widely used indices are also confronted with the problem of knowing which index to use. This in turn raises another equally important question: What is meant by 'diversity'? This is a critical issue, because diversity may refer to different concepts, namely species richness, equitability and heterogeneity (Peet, 1974), and the absence of a clearcut definition has led to the development of a large number of 'diversity' indices (Hurlbert, 1971). The choice of the appropriate index must also be based on the community to be studied (e.g. the taxa involved) and on knowledge about it (i.e. species richness known or unknown) (Pielou, 1966). At last, specific characteristics of similar indices should be compared. For instance, the Shannon index is more sensitive to rare species than the Simpson index (Peet, 1974). Finally, diversity indices carry specific recommendations; for example, they should only be used for members of a
single taxocene, in other words, taxa that "are likely to be of about the same size, to have similar life histories, and compete over both evolutionary and ecological time" (Deevey, 1969).

This review documented a wide range of sampling strategies, especially with regard to duration, frequency and number of study sites. This finding is in accordance with Magurran et al. (2010), who observed that long-term ecological studies show considerable variation in their sampling design and that this can be attributed to several factors such as the variety of study aims or the life cycle duration of the monitored taxa. The duration of the reviewed studies (median: 20 years) is longer than that found by Jackson and Fureder (2006) (median: 9 years); this difference could be due to their focus on freshwater macroinvertebrates whose life cycles are shorter than those of many taxa studied in the articles in our review. We also assume that years with no data were not always indicated, which may have led to an overestimation of the study's duration. As in Jaeschke et al. (2014), we observed more field observation than experimental studies, which could be explained by our selection criterion of studies analysing the effects of two or more abiotic parameters on two or more taxa.

### 4.2. Data analysis methods

Despite the fact that our review focused on long-term ecological studies, few data analysis techniques accounted for temporal correlation in the response data. Therefore, most of the tools described in the studies could also be used with short-term studies. Although we selected studies involving multiple taxa and abiotic parameters, most of the methods used were univariate and not multivariate. This might be due to the fact that community metrics were exclusively analysed using univariate techniques. Moreover, these methods were often used on species-specific metrics applied to groups of species (e.g. total abundance) or when only a few taxa were studies. It may also be because multivariate analyses can be more difficult to understand, perform and interpret,
and might be computationally demanding (Paliy and Shankar, 2016). One could argue that the application of two or more methods, which occurred in almost half of the reviewed studies, indicates a lack of accuracy in the study design and its underlying rationale. However, in general, both univariate and multivariate techniques were performed in such situations, in order (1) to analyse the effects of environmental parameters at both community and species level (e.g. constrained ordination was often used in combination with statistical modelling), or (2) to produce synthetic variables before performing the analysis itself (e.g. unconstrained ordination was often performed before statistical modelling and correlation tests). The combination of several data analysis techniques may highlight their complementarity rather than methodological weakness. The preponderance of linear models and correlation tests compared to other univariate methods may be due to the flexibility of linear modelling and the simplicity of both techniques compared to more complex and recent procedures (e.g. Maximum Entropy modelling, Additive modelling). By contrast, the frequency of use of multivariate methods, especially ordination techniques, is more balanced between the techniques, because they appear to be less flexible and more specialised (e.g. techniques suited to short versus long gradients, symmetric versus asymmetric methods, direct versus indirect gradient analysis).

Most reported models belong to the statistical type, with mechanistic models only observed in three articles, and no analytical model. The latter focuses on precision and generality and is thus designed to be used within a limited or simplified reality (Guisan and Zimmermann, 2000). The absence of this type of model could be explained by our selection criteria (e.g. at least two abiotic factors), together with the overwhelming majority of observational studies in the reviewed articles involving many ecological phenomena. Despite multiple criticisms of frequentist methods in the literature (e.g. Beninger et al., 2012; Dorazio, 2016; Garamszegi et al., 2009; Hobbs and Hilborn,

2006; Stephens et al., 2007), analyses performed in a Bayesian framework were very rare. We also observed only a modest use of GLM compared to ordinary linear models. In many cases, the specification of a non-Gaussian distribution (e.g. Poisson, Binomial) is not relevant for most of the community metrics used in the reviewed studies, and linear modelling is therefore more appropriate. Nevertheless, we suspect that GLM (e.g. Poisson regression) was sometimes called linear modelling and sometimes linear regression. The infrequent use of modelling methods other than linear modelling can be explained both by their specificity (e.g. Maxent for presence only data, MANOVA for more than one response variable and a grouping explanatory factor) and by the lack of knowledge. Nevertheless, because these methods are very specific and can be used when linear modelling is not possible, researchers should know about them and when they can be used.

Regarding ordination techniques, PCA was used more than CA, because the former was performed on both biotic and abiotic variables, whereas the latter was used only on biological data, due to the more restricted input data. Legendre and Legendre (2012) suggested that CoIA is used more than CCorA because of its flexibility, but we found CoIA in only one article and CCorA in five. The fact that CoIA is currently used less in ecology than CCorA could be due to its relative novelty. Asymmetric constrained ordination methods were used much more frequently than symmetric ones. This is consistent with the fact that (1) many ecological issues are asymmetric (Legendre and Legendre, 2012), and (2) we only selected studies analysing the effects of environmental parameters on biological communities, i.e. asymmetric topics. However, this preferential use of asymmetric methods is much more marked for constrained ordination methods than for univariate techniques. We assume that this difference is due to the application of correlation tests instead of linear models to study asymmetric topics. This can be appropriate when not only the response
variable, but also the predictors, are random (Legendre and Legendre, 2012), even if model II regression is a more generally accepted alternative (Laws and Archie, 1981). The ordination methods used in the reviewed studies are not 'model-based' but 'algorithm-based' (Hui et al., 2015; Warton et al., 2015), no doubt because the development of multivariate model-based approaches is extremely recent.

Our findings on the relative frequency of multivariate techniques are broadly similar to those of previous studies. For instance, James and McCulloch (1990), who summarised and reviewed the use of multivariate techniques in ecology and systematics, also found that PCA was the most frequently used ordination method and that linear models were widely used. However, they highlighted many differences in the use of analysis methods. In their literature review, asymmetric constrained analyses (i.e. CCA and RDA) were not reported, which is not surprising because these are recent methods that had only been developed a few years previously. Similarly, Ramette (2007) found that exploratory methods performed by means of PCA and cluster analysis were used much more often than interpretive methods.

Most of the methods used to analyse multidimensional ecological data sets mentioned in Legendre and Legendre (2012) were encountered in our study selection. However, we did not find a number of other methods that have been described in similar reviews (i.e. James and McCulloch, 1990; Paliy and Shankar, 2016; Parker and Arnold, 1999; Ramette, 2007) (Table 8), although their use might be appropriate. Descriptions of these methods, many of which have been developed recently, are provided in similar reviews cited above, in particular in Paliy and Shankar (2016).

| Method | Acronym | Similar to |
| :--- | :---: | :---: |
| Principal Coordinates Analysis | PCoA | nMDS |
| Factor Analysis | FA | PCA |
| Hierarchical Clustering Analysis | HCA | SOM |
| Random Forest | RF | SOM |
| Orthogonal Projections to Latent Structures Discriminant Analysis | OPLS-DA | MDA |
| Support Vector Machine | SVM | MDA |
| Procrustes Analysis | PA | CoIA, CCorA |
| Mantel test | - | CoIA, CCorA |
| Principal Response Curves | PRC | RDA |
| Analysis of Similarity | ANOSIM | MANOVA |

Table 8: Methods that were not found in the reviewed studies but mentioned in similar reviews.

### 4.3. Overview of prospective data analysis techniques

The decision tree (Fig. 6) could provide a rough guide to groups of potential approaches, while descriptions of methods and examples of uses given in the Results section should help researchers to differentiate between techniques. However, the decision tree only introduces potential tools based on broad features and does not assess their relevance, notably for long-term ecological studies. Techniques shown in Table 8 are also suggested, in addition to methods found in the reviewed articles. Paliy and Shankar (2016, Fig. 8) provided a decision table that could also help select multivariate techniques.


Fig. 6 (2-column): General characteristics of methods encountered in the reviewed studies, and potential methods described in similar reviews (*). Methods are indicated in blue and decision keys in red. Alternative methods (e.g. partial Redundancy Analysis) have not been included to
avoid overloading the decision tree. For full names of methods, see Table 6, Table 8 and Results section.

### 4.4. Limitations of this study

The main purpose of this study is to provide an overview of the study design features and data analysis techniques that are currently used in long-term ecological studies. Its purpose is not to assess whether the features and analyses used in each study are the most suitable or whether the techniques' assumptions are satisfied. Within the framework of this review, only a few general indications can be given (e.g. Fig. 6). Techniques that are common in ecological studies are frequently misused; for example, (1) misinterpretation of p -values and overlooking statistical power in the frequentist approach and null hypothesis testing (Beninger et al., 2012), (2) temporal autocorrelation in time-series, i.e. observations that are closer in time are more similar (or less in the case of negative temporal autocorrelation) than observations paired at random (Zuur et al., 2009), (3) model specifications and validation. Essential assumptions (e.g. for linear modelling: linearity in parameters, predictors not correlated with the error term, non-collinearity between predictors, non-auto-correlation in residuals, homoscedasticity and normality in distribution of residuals) are frequently violated or not checked (Boldina and Beninger, 2016). Alternative or better fitting methods often exist (e.g. multivariate techniques specifically designed for time-series, such as AEM, PRC and STATICO, Bayesian methods as alternative frameworks for frequentist techniques, likelihood and information theoretic approaches instead of null hypothesis testing). Readers who are considering an analysis technique based on our decision tree (Fig. 6) are strongly advised to refer to specialized literature on the technique, to look carefully at its underlying assumptions, and to consider possible alternatives.
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