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Abstract

We consider a setting where agents are subject to two types of collective ac-
tion problems, any group user’s individual extraction inducing an externality
on others in the same group (intra-group problem), while aggregate extrac-
tion in one group induces an externality on each agent in other groups (inter-
group problem). One illustrative example of such a setting corresponds to a
case where a common-pool resource is jointly extracted in local areas, which
are managed by separate groups of individuals extracting the resource in
their respective location. The interplay between both types of externality is
shown to affect the results obtained in classical models of common-pool re-
sources. We show how the fundamentals affect the individual strategies and
welfare compared to the benchmark commons problems. Finally, different
initiatives (local cooperation, inter-area agreements) are analyzed to assess
whether they may alleviate the problems, and to understand the conditions
under which they do so.
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1 Introduction

A substantial amount of theoretical and empirical contributions highlights mis-
management of common-pool resources (CPRs) such as fisheries, pastures, forests,
groundwater, pollution sinks, among other tragedies of the commons.! A large
literature suggests economic instruments as solutions.? Under certain conditions,
the proposed instruments may deal with the problem of the tragedy of the com-
mons, and provide first-best outcomes.

Most CPR discussions, including the references quoted above, focus on how to
secure reductions among agents across the resource. An important feature is that
they rely on at least one of two different types of assumptions, which can be
described as follows.?> A first part of the literature considers that the resource
is entirely managed by one group of agents. As such, there is one type of col-
lective action problem: an agent’s extraction imposes negative externalities on
others. Such a setting rules out interesting cases where different parts of the do-
main of the resource are managed by different groups of agents. A second part
of the literature acknowledges this issue, and stresses the importance of propos-
ing spatially-explicit solutions to the commons problem (see Sanchirico and Wilen
(37) or Kaffine and Costello (19)). In such contributions the resource spreads
over distinct local areas, and each area is managed locally. Extraction in one area
imposes negative externalities on others. Yet, this type of contributions relies on
strong assumptions about the property rights structure: either each area is man-
aged by a single owner, or no conflict of interest exists within a given area (the
preferences of all owners within an area are perfectly aligned). This leaves aside
interesting situations where there is a collective action problem within a given area.

The goal of this work is to reconcile the above two types of assumptions. This
article theoretically analyzes how the interaction of collective action problems both
within and between groups affects behaviors. We thus consider a setting where
a common-pool resource is managed by interacting groups. The resource is used
jointly in local areas, and each local area is managed by a different user group.
Extraction within one group is competitive and results in intra-group externali-
ties. Moreover, extraction in one group imposes negative externalities on the other
groups (inter-group externality). One might think of different groups managing

!Seminal contributions include, among others, Gordon (13), Hardin (15), Ostrom (31), and
Maler (23). The reader is referred to Stavins (40) for empirical evidence.

2See Rubio and Escriche (36), or Montero (26), among many other examples.

30ther practical problems with these instruments relate to wealth redistribution, heterogene-
ity, or political economy issues, see Besley (5), Karpoff (20), Johnson and Libecap (18), Libecap
and Wiggins (22), or Gillet et al. (12).



4 among other illustrative examples.

neighbouring fisheries, forest or oil concessions
The main research questions of the present study can be described as follows.
First, does this interaction between collective action problems matter? That is,
are the conclusions of usual models of commons still valid? Second, if such in-
teraction does matter, how does intra-group collective action impact inter-group
collective action (and vice versa)? Finally, does this in turn impact the effect of
cooperation and the emergence of inter-group agreements?

Before describing our results, the relevance of accounting for interacting commons
may be explained by describing the existing trade-off. Focusing on the effect of
cooperation, one group can locally cooperate and impose constraints on a remote
other area by, say, threatening to revert to non-cooperative extraction patterns.
The larger the group, the larger the potential cost of the threat to the other group,
the more likely it will agree to cooperate. But the larger the cooperating group,
the more severe the internal collective action problem might be, and the less likely
this group will actually manage to cooperate. The relative severity of both types
of problems may thus impede the success of cooperation initiatives and the effec-
tiveness of inter-area agreements.

The present analysis shows that the conclusions of usual models of commons prob-
lem must be qualified. First, non-cooperative individual extraction levels may be
inefficiently low compared to the efficient outcome. Other qualification may be ob-
tained (under specific conditions), for instance an agent’s extraction or payoff level
may increase with the size of his own group. Second, the effect of potential reme-
dies to the commons problem may differ significantly.’ Specifically, it is proved
that the effect of local cooperation, where there is cooperation within one group
and non cooperation both between groups and within the other group®, is not
always positive overall.” Furthermore, conditions are provided that characterize

4The property rights structure of oil concessions may take on many forms. In some cases a
given concession may be managed by a joint venture involving several different companies. Cases
where neighbouring oil concessions exhibit different property rights structures are consistent with
the setting used in this analysis.

50ther ways to solve collective action problems have been analyzed in the literature, for
instance the use of communication (see the experimental work by Ostrom et al. (32)).

6This type of cooperation is considered as, among other reasons, it is consistent with the
fact that economic experiments reporting high levels of cooperation are often related to group
membership (McAdams (25)). It is also consistent with collectivist theories in psychology, and
with the fact that cooperation tends to increase with group identity (Kramer and Brewer (21))
and when punishment and communication is feasible (Dawes et al. (9)).

“The main conceptual point is to assess whether the emergence of cooperation may correspond
to an overall improvement of the situation. This differs from situations where cooperation is



settings where inter-group contractual agreements may work. Some further in-
sights are obtained on the features of model parameters (size of user groups, inter-
and intra-group externality) that foster the success of inter-group agreements.

The conclusions are shown to hinge on the interaction between the two collec-
tive action problems. Regarding local cooperation, the inefficiency problem is
shown to become more severe as the size of agents’ population increases in the
non-cooperating area, as the magnitude of inter-group externality increases, or as
the size of agents’ population in the cooperating group decreases. In such cases,
local cooperation may actually result in an increase in total extraction, or in lower
payoffs in certain groups (compared to the case of non cooperation).

Regarding the feasibility of inter-group contractual agreements, the analysis stud-
ies the factors that make such initiatives work when there are multiple separate
groups. The focus will be put on self-consistent transfer schemes, more specifically
an extreme case in which users in one group compensate the other user group for
not extracting the resource.® There are two reasons for such a focus. First, the lit-
erature suggests that regulating activity (which is input-based) is more appropriate
than output-based instruments (such as quotas) when the ability to monitor and
to assess stocks is low, which is a valid assumption in many interesting cases (such
as in many developing countries). Thus, focusing on a transfer scheme resulting in
no extraction activity in one group will provide insights about the effectiveness of
transfer schemes overall. Indeed, due to the likely significant increase in transac-
tion costs involved by a transfer scheme specifying positive extraction levels in all
groups, if the specific type of transfer schemes analyzed here fails to emerge, this
will cast doubts about the feasibility of inter-group agreements overall.

The second reason for such a focus is that, if one interprets the setting as one
where each group manages the resource in distinct local areas, this result provides
an interesting byproduct of the analysis of interacting commons, that is, a rationale
for the emergence of reserve-type initiatives relying on purely private incentives.
Indeed, the use of reserves is the object of extensive discussions in the literature on
natural resource management. This is actually part of a more general discussion

equivalent to such an improvement, as in empirical or field works by Rustagi et al. (33) and
Stoop et al. (41).

8Thus the focus is conceptually different from Segal (39), which main point is to characterize
the properties under which inefficiencies may or may not persist at the optimal contract. By
contrast here (i) the focus is not on the contract implementing the outcome maximizing the sum
of agents’ payoffs (ii) we characterize the conditions under which reserve-type initiatives (which
may not be socially optimal) emerge, and (iii) we are interested in the features that foster this
emergence, with an emphasis put on the effect of heterogeneity.



in economics on the rationale of the private supply of public (or collective) goods.
The related literature focuses on the use of such instrument as a conservation pol-
icy for either land-based conservation initiatives (see for instance Ando et al. (2),
Church et al. (7), Armsworth et al. (3)) or marine reserve areas (see for instance
White et al. (45)). With respect to studies on land-based initiatives, most of
them consider exogenous costs of action or start from the assumption that they
are the outcome of expensive public processes. Another part of the literature has
developed, and consider contractual remedies to commons problems, where costs
of action are endogenous (see Harstad and Mideksa (16) for a case of conservation
contracts). Yet, they start from the assumption that the principal of the relation-
ship has intrinsic preferences for conservation. By contrast, our analysis provides
a rationale for the emergence of reserve areas based purely on strategic incentives
of private agents focusing on economic profits. Regarding marine reserve areas,
they have been shown to provide conservation benefits and even potential spillover
benefits to adjacent fisheries (Roberts et al. (35)). Yet, they are almost always im-
plemented as long and expensive public processes. The present results again stress
the importance to acknowledge existing interactions between commons problems.

Before concluding this section, it is interesting to discuss a somehow related liter-
ature on conflict and rent-seeking behaviors (see Congleton et al. (8)). It mostly
considers conflicts between individuals, and not between groups. Few contribu-
tions focus on inter-group conflicts, and most of them assume non-cooperation
both between and within groups (Nitzan (27), Esteban and Ray (10), Nitzan and
Ueda (28)), even though agents may collectively choose their intra-group shar-
ing rule in a pre-contest stage (Baik and Lee (4), Nitzan and Ueda (29)). This
literature markedly differs from the present contribution in terms of the research
questions. Since rent-seeking efforts are by nature socially undesirable, it is impos-
sible to obtain an ambiguous comparison between the non-cooperative equilibrium
and the socially efficient outcome, as in this contribution. Moreover, this literature
abstracts from questions such as the overall effect of within-group cooperation, or
the potential emergence of inter-group contractual agreements. A few exceptions,
namely Cheikbossian (6), Hu and Treich (17) and Esteban and Ray (11), do an-
alyze the effect or emergence of intra-group cooperation in rent-seeking games.”
Cheikbossian (6) shows that intra-group cooperation may be sustained by the use
of trigger strategies, and that larger groups are more likely to cooperate (con-
tradicting the Olson’s paradox (30)). Hu and Treich (17) analyze the effect of
cooperation when each group cooperates internally, or when one group cooperates
internally while there is free-riding within the other group. They show that intra-

9Esteban and Ray (11) introduce a parameter of intra-group cohesion in a rent-seeking model,
which may be interpreted as the level of exogenous cooperation.



group cooperation is always detrimental to welfare, but that agents have strong
incentives to cooperate within a group. These results stand in sharp contrast with
the present contribution. Among other driving differences, efforts exerted by the
agents are socially undesirable in the settings of these papers, while they both
exhibit positive and negative effects in the present setting. °

The remainder of the paper is organized as follows. The model is presented in
Section 2, together with the characterizations of the non-cooperative and efficient
outcomes. The effects of fundamentals on harvest levels and payoffs are provided
in section 3, together with the comparison between the two equilibrium outcomes.
Section 4 presents results on the potential solutions to the collective action prob-
lems. Section 5 concludes. The proofs of all results are provided in an Appendix
at the end of the article.

2 Model & benchmarks

2.1 The model

A common-pool resource is jointly extracted by two interacting groups. This could
model extractions in distinct local areas A and B, which are owned by two separate
groups of individuals that extract the resource in their respective location, such as
neighbouring fisheries, forest or oil concessions, among other examples. The size
of the group ¢ = A, B having rights over the resource is denoted N;. We consider
a setting where a game is played simultaneously within and across areas. First,
any area ¢ owner’s individual extraction induces a cost-type externality on others
in the same area (intra-group externality modeled by parameter d; > 0). Second,
aggregate extraction in area ¢ induces a cost-type externality on each agent in
group j (inter-group externality modeled by parameter d;; > 0). Specifically, the
payoff of a given agent ¢ € {1,..., N4} is specified as follows:

H?:axm—xm [F+(5AAXA+5BAXB]7 (1)

where ;4 denotes this agent’s extraction level, X4 = 3>";c4 T4 (respectively, Xp)
the aggregate extraction level within group A (respectively, group B), and a and
I' are positive parameters. Parameter d44 captures the external effects of the
other owners’ extraction levels on agent i’s payoff, while g4 captures the degree
of linkage between the two groups.

The present common-property resource model is similar to that developed by
Walker et al. (44) and used in many other contributions'!, the main difference

0Even though the effect of cooperation is not analyzed directly, Abbink et al. (1) provide an
experiment suggesting, all else being equal, that conflict expenditures of groups are much larger
than those of individuals, and both are substantially above equilibrium.

"See for instance Margreiter et al. (24).



is that we consider a CPR which is exploited by different groups and the re-
sulting extraction activities are characterized by potentially different externality
parameters.'? Schnier (38) considers a related model of a spatially-linked common
property resource, but he does not account for the possibility that separate groups
of users may have access to the resource in different locations. Moreover, his con-
tribution relies mostly on experiments, and both contributions differ notably in
terms of the underlying research questions.'?

We proceed with the analysis as follows. In order to keep the exposition of the
results as simple as possible, we present some of them, namely Propositions 4, 7
and 10, for the case where d44 = dgp and d4p = dpa hold. They will be extended
to allow for a more general degree of heterogeneity, and provided as supplemen-
tary material at the end of the article. The main differences between the results
provided in the body of the article and their extended versions will be discussed
following each extended result. Other findings will be provided in their most gen-
eral form, as their exposition remains reasonably simple.

Since the main purpose of the analysis is to highlight the impact of account-
ing for interacting collective action problems, we will focus on the specification
of payoffs defined by expression (1). Yet, the analysis may be extended to a set-
ting that would allow for complementarities between agents’ strategic choices, or
to a mixed setting allowing for complementarities between agents’ actions from
the same group and substitutability with respect to out-group agents. We briefly
discuss such extensions as supplementary material at the end of the article.

2.2 Nash equilibrium versus socially efficient outcome

We first derive the Nash equilibrium and the cooperative outcome that correspond
to the initial model. In order to focus on the most interesting cases, we rule out
situations where cost-externalities may be so strong that some agents would extract
nothing at either the non cooperative equilibrium or the socially efficient outcome.
For a given agent ¢ in group A, the corresponding optimality condition is:

a— [+ 644 (via+ X_ia) +0aXp| — 6aaxia =0, (2)

and a similar type of condition holds for any owner of resource B. Solving for the
equilibrium extraction levels, we obtain the following results:

12Some contributions incorporate heterogeneity in common property settings (see for instance
Hackett (14)), but they focus on the case of a single collective action problem.

13The reader is referred to Walker et al. (42) or Walker and Gardner (43) for other seminal
experiments on commons problems.



PI‘OpOSitiOl’l 1. Assume that (NA + 1) 5AA > NA(SAB and (NB + 1) 6BB > NBCSBA
hold. Then the unique Nash equilibrium of the game corresponds to vectors of
extraction levels (az{VA, ....,x%AA) and (x{VB, ....,x%BB) characterized as follows:

(Ng+1)0ps — Npipa
(NA + 1) (NB + 1) 5AA(SBB — NANB(SABéBA

Vic A ady=a =(a—T)

and

(Na+1)d4a — Nadap

Vie B aly=a8 =(a—T
o 5= ) (Na+1)(Ng+1)04405 — NaNpdapdpa

The first proposition provides a closed-form characterization of the equilib-
rium extraction strategies. It is easily checked that there is no equilibrium where
no agent extracts a positive level of the resource in each group. Moreover, an
equilibrium where agents in one group (say A) extracts some of the resource,
while nothing is extracted in the other group, requires that the externality im-
posed on group B by group A is very strong, which is ruled out when condition
(Nao+1)044 > Nadap is satisfied. The characterization provided in Proposition
1 will be used extensively in the following analysis. The next result provides the
characterization of the full cooperation outcome.

Proposition 2. Assume that W < ming—g g O holds. Then the full co-

operation outcome correspond to vectors of extraction levels (a:*{A, ....,x}‘VAA> and

* * v .
(ale, e xNBB> characterized as follows:

a—T1" 20pp — (0ap + 0pBa)
N 464405 — (6ap + 0pa)’

Vie A xl, =2

(5)

and
a—T 2544 — (04 +9pa)

Np 4044058 — <6AB + 6314)2

Vie B xig

Tp (6)

The reader should notice that the above efficient outcome is not unique: the
aggregate extraction levels in both groups are unique, but individual extraction
levels within each group are not. Yet, since all agents are identical within a given
group, it makes sense to focus on the outcome characterized by identical extraction
levels for these agents. Moreover, it is easily checked that amending the part
specifying the benefits in the expression of agents’ payoffs (expression 1) as az;4 —
e (z; A)2, with e positive but small, would result in a unique efficient outcome that
would get arbitrarily close to the outcome described in Proposition 2 as € gets



arbitrarily small.'* In the next Section we will rely on these characterizations to
compare the full cooperation outcome with the case of non-cooperation.

3 The effect of fundamentals

In this section we will analyze how model parameters affect the agents’ harvest lev-
els and payoffs. First, we will provide results of comparative statics on the agents’
equilibrium harvest levels. Second, the effect of parameters on the comparison
between non cooperative and cooperative outcomes will be analyzed. Finally, the
same analysis will be performed on the equilibrium payoffs.

3.1 Comparative statics

The first Proposition allows for detailed comparative statics results on the effects
of the various fundamentals (externality parameters, size of the populations) on
the non cooperative equilibrium outcome. Specifically, we have:

Proposition 3. Under the assumptions of Proposition 1, we have the following
comparative statics results: fori,j = A, B, i # j

1. The individual level of extraction by group i decreases (respectively, increases)
with an increase in the intensity of within-group externality in the same group
(respectively, the other group):

OxN oxN

95: = s,

> 0;

2. The individual level of extraction in group i increases (respectively, decreases)
with an increase in the intensity of inter-group externality from this same
group on the other one (respectively, from group j on group i):

oxN oz
25,) > 0; 25,1 < 0;

3. The individual level of extraction in group i decreases as the number of agents

m group j increases:
oxN <0
ON,
4One can proceed with the same type of analysis in such a setting, and same results would
follow. The main difference is that the analytical characterization would be more complex, and
the exposition of the results would thus become more cumbersome. This is why we rely on the
present simplification.




4. The effect of an increase in the number of agents N; in group i can be char-
acterized as follows. We have:

oxN

8]\} >0 <~ deijfsji > (Nj + 1) 6ii5jj

Cases 1,2 and 3 in Proposition 3 are fairly intuitive. For instance, regarding
the effects of intra-group externality parameters, the main impact of an increase
in ¢;; follows quite directly from the optimality condition, and tends to affect neg-
atively the individual extraction level. By contrast, the main effect of a larger ¢;;
is indirect, and follows from the resulting decrease in overall extraction in area j:
each agent in group ¢ then increases her own extraction.

The most interesting effect corresponds to the fourth case. Focusing on the case
of group A, the expression (and the corresponding optimality condition) of x’}
highlights the existing trade-off that relates to the effect of an increase in N4. The
first effect is direct, an increase in the number of agents in group A results in a
more intense within-group competitive effect, and is driven by a marginal increase
(N + 1) 844055, which lowers the extraction level. The second effect is indirect,
an increase in the number of agents results in higher external effects imposed on
the other group: the corresponding marginal impact is given by Ngdagdpa. This
results in lower aggregate extraction in group B, which in turn tends to increase
individual extractions in group A. The net change follows from the trade off be-
tween these two effects, and depends (as suggested by the previous reasoning) on
an interplay between the number of agents in group B and the externality pa-
rameters. In order to illustrate this interplay, we can focus on two polar cases.
xr

N
(?91\2}» < 0 due to the first
effect. By contrast, when d45 = dpa = ', 044 = 0pp = 0 and &' =~ %5 then we

deduce that (N; +1) 6% ~ (8)* < N; (6')* and thus > 0 holds due to the
dominant second effect.

First, when 45 = dg4 = 0 we obtain immediately that

ox
ON;

A final feature of the fourth case deserves some discussion. A necessary condi-
tion for this case to hold is that d;;0;, > 0,;0,; be satisfied. This requires that, at
least for one group, the magnitude of intra-group external effect be smaller than
that of the inter-group externality. This might look like a non-intuitive assump-
tion to make. Even though ruling out or supporting this condition is an entirely
empirical question that is outside the scope of this work, we would like to make
the following remark. This type of condition might be descriptive of real world
cases, where members of a large group inflict individually low intra-group costs,
but the aggregate cross-group effects on the other group are large. For instance,

10



the empirical literature on the magnitude and heterogeneity of environmental ex-
ternalities is sparse, but a recent contribution by Robalino et al. (34) suggests
that spillovers may vary in magnitude across space in non-anticipated ways.

Before moving on to the next stage of the analysis, one can notice that the usual
cases of commons problems are incompatible with the positive effect of larger sizes
of agents’ population on the effort level. Indeed, when Ny = Ng = 1 the problem
is degenerate, and when 045 = dg4 = 0 then the indirect effect disappears.

3.2 Comparison between full cooperation and Nash equi-
librium

We now consider the cases where the full cooperation and the non-cooperative
equilibrium outcomes are characterized by conditions (3)-(4) and (5)-(6). Thus,
we assume that the following conditions are satisfied simultaneously:

dap +90Ba

(NA —+ 1) daq > NA(SAB, (NB + 1) Opp > NBéB/h < min{5AA,5BB}.

(7)
As the analysis will highlight it, the comparison between both outcomes is more
complex than in the usual case of tragedy of the commons. Indeed, two problems
interact in the present setting: a classical commons problem within each group
(due to the common property regime), and a problem driven by aggregate interac-
tions between groups (due to between-group externalities). Depending on which
dimension matters most, the comparison requires qualifications, as the next result
will show it. In order to keep the exposition as simple as possible, we present the
result for the case where d44 = dpp and d4p = dpa are satisfied. Moreover, to
save on notations, we focus on the case of group A, conclusions for group B follow
in an entirely similar manner. Specifically, we obtain:

Proposition 4. Assume that conditions (7) are satisfied simultaneously, so that
the full cooperation and Nash equilibrium outcomes are characterized by (3)-(4)
and (5)-(6), and that 644 = dpp = 0 while S5 = dpa = &' are satisfied. We have
the following comparisons:

o [f Ng <3Ny —1 then x% > x% holds generically;

o IfNg >3Na—1 then Y > % when &' € [0,8'] and 2%y < x% when §' €]8', 4],
where &' increases as § increases, as Na increases, or as Np decreases.

This result can be explained as follows. When the degree of heterogeneity
between the size of both user groups is not too high the indirect effect (inter-
group competition), which tends to decrease the equilibrium extraction level, is

11



not sufficiently strong and the usual conclusion follows, non-cooperation results
in over-extraction. Once the size of user group B is sufficiently large compared
to A, a trade-off emerges. Indeed, the polar case where ¢’ = 0 highlights what
happens for small values of the intra-group externality parameter. The setting is
then basically equivalent to a usual commons problem within each user group, and
the classic conclusion holds. By contrast, when ¢’ gets above a threshold value,
the effect driven by group B users, which tends to decrease extraction levels in A,
offsets the negative externality resulting from collective action within user group
A, which tends to result in suboptimally high levels of extraction. In this case, the
interaction between collective action problems result in sub-optimally low extrac-
tion levels.

To illustrate this intuition, propositions 1 and 2 yield the following expressions
of harvest levels:

(NB—l-l)(S—NB(S/ a—"T

*

(Na+ 1) (Np+1) 02 — NalNg (8)7 "4 2N4(5+ )

Py =(a-T)

where the second expression follows from straightforward simplifications. Due to
Proposition 3 we know that x’} decreases as Np increases, while the efficient har-
vest level is not affected.!® Thus, sufficiently large values of Np are necessary for
the non-cooperative harvest level to become smaller than the efficient outcome.
Yet this necessary condition is not sufficient: indeed, for sufficiently small values
of &', we obtain that xf gets close to ﬁ which is easily checked to be greater
than z%. By contrast, when ¢’ gets sufficiently close to §, one obtains that x%) gets
close to WJ\EBM and the comparison with the socially efficient outcome then
depends on the value of Np. Specifically, 2% < 2% if and only if Ng > 3N, — 1
is satisfied. Thus, this highlights the existing trade-off for sufficiently large values
of Ng: the non-cooperative harvest level will be greater than the efficient one for

low values of ¢’, while the opposite will hold otherwise.

Proposition 4 highlights a major difference with the classical commons problem:
the conclusion that over extraction will prevail under non cooperative extraction
does not always hold. The classical extraction problems studied in the literature
correspond to cases where either Ny = Ng = 1 or &' = 0 holds, and z¥ < z7
cannot hold in such cases. This result is actually reinforced when intra- or inter-
group externality parameters may differ: some trade-off emerges in (say) group A
when the size of the other user group is sufficiently large (compared to N4), when

15With benefits in the expression of agents’ payoffs specified as az;4 — ¢ (glcm)2 with ¢ > 0
and small, the efficient harvest level would be affected by a change in Npg, but the qualitative
conclusions obtained in Proposition 4 would remain valid.

12



the within-group externality problem is more (but not too) severe in group B, or
when the inter-group externality problem is less severe for group B. Moreover,
the effect of intra-group externalities differs qualitatively from that of inter-group
externalities. The reader is referred to Proposition 11 (stated in the Appendix)
for an extension of Proposition 4 that provides a precise statement and discussion
of these last conclusions.

3.3 How does the number of users affect welfare?

We will conclude this section by discussing the effect of the number of users on
the welfare of the different groups. This is done by simple comparative statics
analysis. We have the following conclusion:

Proposition 5. Assume that conditions (Na + 1) d4a > Nadap and (N + 1) dpp >
Npépa hold. Denote 11N and 11§ the payoffs of any agent in, respectively, groups
A and B corresponding to the Nash equilibrium characterized in Proposition 1.
Then we have:

1. Regarding the effect on agents’ payoffs in group A

oTIY

>0<:>(NB+1)5AA(SBB_NB(SAB5BA<O (8)
ON 4

The effect of changes in N4 depends on the interplay between externality
parameters and the size of agents’ population in group B.
N
2. Regarding the effect on agents’ payoffs in group B, we have ZHTJ; <0:a
decrease in the number of agents in one group yields an increase in agents’
payoff in the other group.

The effect of changes in the size of the agents’ population in one group is
unambiguous when looking at the agents’ payoffs in the other group. In this case,
a lower number of agents results in higher payoffs. The marginal effect of a change
in the size of the agents’ population in group A can be derived as follows:

oTIY
ONy

ory oz
= —:Eg (533 (NB - 1) ﬁ +5AB lxg +NA8]VIZ]]

The first part in the bracketed expression on the right-hand side of the equality
reflects the effect due to changes in the aggregate extraction level in group B. In-
dividual extraction level in group B decreases as N4 increases, which implies that
the related effect on agents’ payoffs in this group is positive. The second part in
the bracketed expression characterizes the effect due to changes in the aggregate
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extraction level in group A. Aggregate extraction level increases as N4 increases,
and the related effect on agents’ payoffs in group B is thus negative. As long as
o and % are positive, the second effect dominates the first one, and the overall
effect on the agents’ payoffs in group B is negative.

By contrast, the marginal effect on the agents’ payoffs in group A depends on
the interplay between the externality parameters and the size of agents’ popula-
tion in group B. Specifically, we have:

oty
ON 4

- 6 AA 5BANB

895N 00Xy N 8:UN
8NA 8NA a]\[A

=Ty |f§ AA
where X% = N 2} which, after simplifications, yields:

oTIY
ONy4

+ 6BANB

o oy
ON4 8NA

= —l‘g [6AAIX + 044 (NA — 1)

The first part in the bracketed expression on the right-hand side of the equality
reflects the effect due to changes in the individual (first term) and the aggregate
(second term) extraction levels in group A. Changes in the individual extraction
level of the agent mitigate the effect of changes in the aggregate extraction level in
the group. Overall, the sign of the related effect depends on externality parameters
and on Npg. The second part in the bracketed expression highlights the effect due
to changes in the aggregate extraction level in group B. Aggregate extraction level
decreases as N4 increases, and the related effect on agents’ payoffs in group A is
thus positive. As long as 2% and x%¥ are positive, the first effect dominates the
second one, and the overall effect on the agents’ payoffs in group A depends on the
interplay between externality parameters and Ng. The following polar cases may
be used to illustrate this point. First, when d,5 = 04 = 0 the indirect effect dis-

appears and < 0 obtains. By contrast, when (5AB =0a=20,044 =0 =20

and 0’ ~ Nﬁ—?é then we deduce that (N + 1) 6% &~ N B (8")* < N (8")* and thus

Proposition 5 yields several interesting implications. First, there are cases for
which there is a specific conflict of interest between agents in different groups.
This is so when agents’ payoffs in group A are higher, while agents’ payoffs in
group B are lower, as the number of agents increases in group A. Second, when
(N 4+ 1) 6446 — Npdapdpa > 0 is satisfied, agents in both groups benefit as
the number of agents decreases in group A: agents might then have incentives
to compensate some of them to give up extracting the resource. We will come
back to the issue of self-consistent transfer schemes in a slightly different situation
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in the next section. Finally, since usual commons problems correspond to either
Ny = Ng = 1or dap = dpa = 0, they are incompatible with a positive effect
of a larger size of agents’ population on profits (as depicted in the first case in
Proposition 5). As in the fourth case in Proposition 4, this last conclusion requires
a necessary condition on the comparison between the magnitude of inter-group ex-
ternalities and that of intra-group externalities. We refer to the related discussion
following the statement of Proposition 4.

4 Potential solutions to the collective action prob-
lem

The main point of this contribution is to show the importance of existing interac-
tions between commons problems. As highlighted in the previous section, several
classical results in commons problems can be reversed in such a setting: among
others, non cooperative harvest levels may be inefficiently low.

The next section will highlight the importance of existing interactions by showing
how it opens up new interesting research questions on the potential solutions to
collective action problems. Indeed, compared to the usual commons problems,
certain solutions will be shown to have significantly different effects. Specifically,
we will now consider two potential solutions to the problem of collective action,
namely (i) local cooperation and (ii) self-consistent transfer schemes, and analyze
whether they might be effective and if so, we will characterize the conditions under
which they alleviate the problem. Case (i) assumes that agents in a given group are
able to solve their internal collective action problem: there is cooperation within
one group, and non cooperation both between the groups and within the other
group. Then, interpreting the setting as one where each group manages the re-
source in distinct areas (concessions), case (ii) will focus on one case, which is the
object of extensive discussions: private reserve areas. Here, instead of assuming
that public authorities select one of the two areas to become a reserve, we analyze
whether there are cases for which there exists a self consistent transfer scheme
such that agents in one group compensate the other agents for not extracting the
resource in the other group.

4.1 Local cooperation

Again we consider the case where the non cooperative outcome is interior, that
is, the situation where it is characterized by Proposition 1. In order to allow for
the simplest comparison that is possible, we will characterize the conditions under

15



which the partial cooperation outcome is interior too. This is provided in the next
proposition:

Proposition 6. Assume that agents in area A cooperate locally, while there is still
non cooperation both within group B and between the two groups. Then, under
conditions

(Ng+1)0pp — Npdpa >0, 2044 > 0ap (9)
the partial cooperation outcome correspond to vectors of extraction levels (:Eﬁ, s xlf\fAA)
and (a:’l’%, ....,xﬁ’VcBB) characterized as follows:

a—T (NB+1)(SBB_NB5BA

Vie A oy = = 10
A A Nay 2(Np+1)044a6ps — Ngbapdpa (10)

and W4 — 0
Vie B 2t =% = (a—1T) A~ TAB (11)

2 (NB + 1) 5AA(SBB — NBéAB(SBA

The reader should notice that the above equilibrium is not unique: the aggre-
gate extraction level in group A is unique, but individual extraction levels within
this group are not. Yet, since all agents in group A are identical, it makes sense to
focus on the outcome characterized by identical extraction levels for these agents.
We refer the reader to the discussion in Section 2 supporting the use of such as-
sumption following Proposition 2 (see footnote 9).

The main point is now to assess the effects of local cooperation on extraction
levels and payoffs. This is done by comparing the outcome of Proposition 1 and
that of Proposition 6. Specifically, we assume cooperation in group A, and we
obtain:

Proposition 7. Assume that conditions (Np + 1) 0pg > Npdpa and (Ng + 1) daa >
Nadap are satisfied. Then, compared to non cooperation:

1. Local cooperation results in lower (respectively, higher) individual extraction
levels in group A (respectively, B).

2. The effect on total extraction level is ambiguous. Specifically, when dap <
0pa total extraction is higher under non cooperation. When dap > dga total
extraction is lower under non cooperation when N]ZiléBA <dgp < N];ﬁlcSAB

. . N
and higher under non cooperation when dgp > W]il(sAB'

3. The effect on payoffs is ambiguous. Specifically, we have I < TI%Y when

N N N v IN N
4 & 0aB0pa < 0440 < ATt A b

)
Ni+1Ng+1 Ni—1 Np+1 AB°BA
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and 1% > I for values of 544 and dpp such that the following condition

is satisfied:

Ni++Na Ng
Npo—1 Np+1

Moreover, local cooperation in group A results in higher payoffs in group B

(compared to the case of full non-cooperation,).

5AAaBB > 5AB(5BA-

Proposition 7 provides several interesting insights on the effect of local cooper-
ation. First, the effect of local cooperation does not always mitigate the collective
action problem in terms of the resulting extraction levels. Indeed, point 1 shows
that local cooperation results in lower extraction levels in group A, while Propo-
sition 4 highlights that whether the efficient extraction levels are lower or higher
compared to the non-cooperative outcome depends on an interplay between the
externality parameters and the size of user groups in both groups.

The intuition of the first point of Proposition 7 is that, compared to the bench-
mark case of full cooperation, group A users account for the negative externality
imposed on other users in the same group and, all else being equal, this results in
a decrease in the extraction levels. The effect on extraction levels of group B users
is exactly the opposite, as it is entirely driven by the strategic adjustment to the
decrease in the aggregate extraction in group A. The second point of Proposition 7
highlights that the net effect is ambiguous. In order that the aggregate extraction
be lower under non cooperation, the externality imposed by group B on group A
must be sufficiently strong, so that the direct effect within group A be offset by the
indirect leakage effect in group B. Specifically, this requires that, all else being
equal, the intra-group externality imposed by extraction in group A is stronger
than that imposed by extraction in group B. This is necessary but not sufficient:
it requires moreover that the collective action problem within group B is not too
severe.

Secondly, the economic effect is not always positive overall. Local cooperation in
group A unambiguously results in higher payoffs in group B. As explained above,
due to a leakage effect local cooperation in group A results unambiguously in an
increase in extractions levels of group B users, which in turn results in an increase
in their payoffs. The same conclusion does not always hold in group A. When
0pa = 0 holds, users in group A internalize part of the external effects and do not
suffer from negative spillovers from users in group B. The effect of cooperation is
as expected: payoffs increase in group A. The effect of d,p is to increase payoffs
in both scenarios, but the effect if stronger in the case of full non cooperation. As
such, when 0 45 = 0 the negative impact on group A users’ payoffs is smaller under
local cooperation, and II% > II¥ holds. Thus, a continuity argument highlights
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that the effect of local cooperation is positive in group A for sufficiently low values
of the intra-group externality parameters. In a similar way, when the intensity of
the inter-group externality is sufficiently high compared to the intra-group exter-
nality parameter, the positive effect on payoffs (via the effect on the extraction
levels) is stronger in the case of full non-cooperation, and the effect of local coop-
eration is negative in group A. For instance, when d44 = dpp = 0, dap = dga = 0’
and ¢’ ~ min;_4 NJZ'VJZ_FI5 we obtain that %Niﬁrl (8')? ~ %%52 > §2
and thus IT% < TTY{ holds.

Putting these conclusions all together, point 3 in Proposition 7 highlights that
agents’ payoffs in group A are lower under local cooperation for intermediate val-
ues of the intra-group externality parameters:

Ny Ng Nys++Nsa Np
ap0pa < 0aadpp <
Np+ 1 Ng4 1 APPA =TT =N 1 N+ 1

AB(SBA

It is easily checked that the size of the interval defined by the above inequalities
increases as the size of agents’ population in group B increases, as the values of
inter-group parameters d,p and dg,4 increase, or as the size of agents’ population
in group A decreases. Thus, in any of such cases the inefficiency problem becomes
more likely: the effect of partial cooperation is negative and becomes more severe
on the specific area within which the collective action problem has been solved.
This conclusion implies that, absent appropriate financial schemes which would
target this group, the emergence of partial cooperation becomes less likely.

Moreover, this finding may be contrasted with the group size paradox (see Olson
(30)). Specifically, this paradox does not emerge in the present setting, since the
inefficiency problem becomes more likely as the size of group A becomes smaller.
In other words, all else being equal, local cooperation becomes less effective as
the group gets smaller. Notice that this conclusion holds in absolute and relative
terms: indeed, if group B gets larger (and as such group A gets relatively smaller),
the inefficiency problem becomes more likely.

It is again interesting to contrast these results with the usual cases of commons
problems. When d 5 = dga = 0 it is easily checked that partial cooperation al-
ways improves the situation overall, as it results in a strict Pareto improvement
in group A and leaves group B unaffected. Obviously, when Ny = Ny = 1 local
cooperation does not have any meaning.
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4.2 What makes inter-area agreements work?

The second type of solution to the collective action problem that we will consider
relies on self-consistent transfer schemes. Interpreting the setting as one where
each group manages the resource in distinct areas (concessions), the focus will be
put on an extreme case in which users in one group compensate the other user
group for not extracting the resource. As explained in the introduction, there are
two reasons for such a focus. Studying a transfer scheme resulting in no extraction
activity in one area will provide insights about the effectiveness of transfer schemes
overall: if this type of contractual agreements fails to emerge, this will cast doubts
about the feasibility of arrangements specifying positive extraction levels in all ar-
eas (due to the likely significant increase in transaction costs). Moreover, this part
will provide an interesting result in terms of policy implications, as it will suggest
a rationale for the emergence of reserve-type initiatives relying on purely private
incentives. The support of reserves based on conservation motives or on public
initiatives is being discussed extensively (see for instance Roberts et al. (35)).

We now analyze if inter-area agreements can emerge when based on private initia-
tives and, if so, the conditions under which it is more likely to emerge. In order to
do so, we consider the situation where area A is sanctuarized, that is, the situa-
tion where no agent extracts the resource in this area. The sanctuarization of area
A will emerge from private initiatives if and only if there exists a self-consistent
transfer scheme, that is, a scheme that satisfies the following features:

e The transfer scheme induces a non-cooperative game that induces agents in
area A to choose to not harvest the resource.

e The transfer compensates agents in area A for the absence of revenue derived
from the extraction activity. They decide to comply with the arrangement
as long as they obtain payoffs at least equal to those under non-cooperative
extraction activities in both areas.

e The transfer makes the agents in area B at least as well off as compared to
the case of non-cooperative extraction activities in both areas.

The above description highlights that an appropriate transfer scheme should pos-
sess both an incentive part, which induces agents in both areas to choose appro-
priate harvest levels, and a fixed part, which makes agents in both areas at least as
well off compared to the case of non cooperative extraction activities.!® The first

16 As such the focus is on contingent contracts, where the arrangement must be accepted by
all agents in area A in order to be implemented. This seems to be consistent with the idea that
the group manages the resource under common property rights.
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step thus consists in characterizing the non-cooperative game under the transfer
scheme, and to prove that the unique outcome is that agents in area B extracts
(some of) the resource, while there is no extraction activity within area A. More
specifically, in order to assess the potential emergence of a reserve based on private
initiatives, we will first characterize the incentive part of the scheme that enables
to implement a given target level of harvest 2 by each agent in area B.!" We
obtain the following result:

Proposition 8. Assume that conditions (Na + 1) d4a > Nadap and (N + 1) dpp >
Ngdpa hold, and consider the common-property setting induced by the transfer
scheme defined by, for any i € B and j € A:

TiB (1171A, <y TN4 A, T1B, -->$NBB) =

_ Deaia

:J)zB[(NB+1)Ii‘B—(CL—F)] NB

[5BANB§73 - (CL - F)] —Tip

and
TiA (CC'lA, <oy TNL4A; L1By «+y 'rNBB) -

T,
_ ZieTis [(Np +1)dppNpip — (a — )]+ Zie 1ip
NA NA

where T;g is the fixed part of the transfer corresponding to agent i in area B,
and T is a given target level of harvest. Then the resulting equilibrium outcome
corresponds to vectors of extraction levels (xiA, vy x?VAA) and (x‘fB, s a:fVBB) such
that, for all j € A and i € B:

= TjA [5BANBfB — (a — F)]

s

s s AL
iy =a% =0, zig=2a% = Ip; (12)

s
J
In other words, the transfer scheme induces the emergence of a reserve in area A.

The assumptions of Proposition 8 both imply the existence and uniqueness
of the equilibrium outcome corresponding to non cooperation both within and
between areas. Indeed, this is required to proceed with the full characterization of
the scheme: the full non-cooperative outcome will constitute the status-quo and
be used to define the participation constraint. Now, looking at the game induced
by the transfer scheme, the resulting equilibrium payofts are, for any ¢« € B and
jeA

S _ S S S S S S S
HiB — xiB [CL - F - 5BBXB - 5ABXA] + TiB (l‘lA, "'7INAA7xlB7 "‘7:UNBB>

17Since all agents in area B are identical, the case of an identical target harvest level makes
sense.
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and
M3, =254 [a— T = 0aa X3 = 0pa X3+ 7ia (T 40 s Ty a0 Thps 0 Py
which, using Proposition 8, yield:
s = dpp (fB)2 — 1iB

and
+ ZleB TlB

Ny

Proposition 8 highlights that the scheme is budget balanced (immediate from its
characterization), and implements the desired outcome provided that the agents
choose to comply with the terms of the scheme. Moreover, it highlights that such
a transfer scheme does not have any meaning in the usual cases of commons prob-
lems: indeed, if there is no inter-area externality (in particular, if g4 = 0) then
the scheme characterized above is not well-defined. This again stresses the impor-
tance of accounting for existing interactions between commons problems.

N 2, A
;A — 7NBZL’B [(a — F) — (NB —+ 1) 533173]
A

The last step is thus to analyze the conditions under which all agents have in-
centives to participate. That is, we want to characterize the conditions under
which there exist fixed payments T;g for ¢ = 1,..., Ng such that all agents are
at least as well off as under full non-cooperation, which defines the status-quo
scenario. This is the goal of the next result:

Proposition 9. Assume that conditions (Na + 1) 644 > Nadap and (Ng + 1) dpp >
Npdopa hold. Then there exist values of g > 0 such that the transfer scheme
defined in Proposition 8 is self-consistent if and only the following condition is
satisfied:

[(NA + 1) (NB + 1) 5AA63B — NANB(SAB(SBA]Q >

4 {NB (688)° [(Na 4+ 1) 644 — Nadap]” + Nadaadpp [(Ng + 1) dpp — NB5BA]2}
(13)
In such cases, there exist fized parts of the transfer scheme {T;p}icp such that all
agents are at least as well off as under full non cooperation.

Proposition 9 provides several interesting conclusions. First, it allows to char-
acterize the cases in which inter-area agreements may work and a reserve can
emerge based on private initiatives. Moreover, it shows that the corresponding
existence condition results from an interplay between the model parameters. This
condition is easily checked to be non vacuous.'® Secondly, even if its form is quite

N

I8For instance, it is easily checked that 45 ~ ]/\}jl 044 and 6pa ~ Nptl

Np

dpp satisfy it.
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complex, this condition allows for further analysis of the features of area A that
foster the emergence of such private initiatives. Indeed, we can analyze (at least
partially) the situations where condition (13) is satisfied, and thus the effect of spe-
cific parameters on the potential rationality of private initiatives. In order to keep
the exposition as simple as possible, we will focus on the case where d,4 = dpp
and 045 = dpa hold.!® We obtain the following result:

Proposition 10. Assume that conditions (Na + 1) d4a > Nadap and (Ng + 1) épp >
Ngbépa hold. Moreover, assume that 6,4 = dgp = 0 and dap = dpa = & hold.
Then we have:

1. When 6 = ¢ a reserve based on private initiatives always Pareto dominates
the full non-cooperative outcome.

2. When Ny = N = N a reserve based on private initiatives Pareto dominates
the full non-cooperative outcome

o When §' > Mé provided N < 5;

o for any value of &' €]0, EL5] otherwise.

This result provides several interesting implications. First, when the only
source of potential heterogeneity is the size of the agents’ populations in both
areas, the transfer scheme is always consistent. Using the conclusions provided
in Proposition 5, a larger population in one or the other area unambiguously de-
creases the non-cooperative extraction levels and the corresponding payoffs in both
areas, which corresponds to a less profitable status-quo scenario, and makes the
emergence of self-consistent transfer schemes more likely.

Secondly, when externality parameters are potentielly heterogeneous, the situa-
tion becomes more complex, and a trade-off emerges. When the size of agents’
populations in both areas remain small, which corresponds to moderately intense
within-area collective action problems, looking at the polar cases where either
0 =0ord ~ %5 highlights the trade off. Indeed, in the first case, when ¢’
is sufficiently small we obtain immediately that condition (13) is not satisfied,
and the transfer scheme is not self-consistent. By contrast, when 0’ is sufficiently
large (8’ ~ %316) then condition (13) is always satisfied, and the transfer scheme
is always self-consistent. Once the size of user groups becomes sufficiently large,
the intensity of collective action problems becomes so large that the status-quo is
unattractive. Thus, depending on the size of agents’ populations, a trade-off exists
regarding the relative intensities of intra and inter-area externalities.

19 An extended version is provided as supplementary material at the end of the article.
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This interplay between the sizes of agents’ populations and the externality pa-
rameters is actually reinforced when one analyzes the problem allowing for more
heterogeneity across parameters. This is shown in the supplementary material (in
Proposition 12 in the Appendix).

5 Conclusion

The problem of CPR management has received a lot of attention from researchers.
Yet, until recent years, most studies tend to focus on how to secure reductions
among agents across the resource. By contrast, this article theoretically analyzes
how the interaction of collective action problems both within and between groups
affect individual and group behavior.

We focus on the interaction between these two types of collective action prob-
lem, and show that the conclusions of usual models of commons problem should
be qualified. Depending on the relative severity of both types of problem, non-
cooperative management may result in inefficiently low individual harvest levels.
Moreover, potential solutions may not have the same effect than in usual commons
problems too. Indeed, it is shown that local cooperation does not always improve
the situation overall. Specific conditions are provided that characterize the cases
where it is actually effective. Moreover, inter-area agreements may be more or less
effective depending on the specifics of the situation at hand. Finally, accounting
for interactions between collective action problems may provide a rationale for the
emergence of reserve-type initiatives based purely on strategic incentives of pri-
vate agents focusing on economic profits. All together, these results highlight the
importance of accounting for the existing interactions between commons problems.

The goal of this work was to assess the main differences that emerge when such
interactions are acknowledged. As such, the corresponding model has been kept
relatively simple, and we abstracted from several issues. For instance, allowing for
asymmetric information and introducing dynamic considerations would constitute
interesting and important extensions that deserve future research.
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Appendix

Proof of Proposition 1

The optimality conditions are necessary and sufficient, and given by, for any ¢ € A and j € B:
a—T —064aX4—0paXp —0aazia+Xia=0

and
a—T —90ppXp —04Xa —IdpBrip+Ajp =0,

where \j4 > 0 and A\jp > 0 are the lagrangian parameters associated to each optimality con-
dition. First, it is easily checked that there is no equilibrium where no agent in each group
extracts a positive level of the resource. Second, there cannot be an equilibrium outcome for
which A;4 > 0 and ;4 > 0 simultaneously (and the same holds for group B). Otherwise, we
would have:

a—T —044X4 —0paXp <0

while
a—T1 —044X4 —6paXp = 044214 >0,

which is a contradiction. Now, if there is one equilibrium such that 2, > 0 for any i € A while
Ajp > 0 for any j € B, then one has:

a-T —6,8XY <0

while
N N N
afchSAAXA = 5AAxiA = 5AA$ZA7

which in turn implies that xf\g = xf\;‘ = zY for any i and | € A. Rewriting, we obtain:

N a—"T
AT (NA+1)0aa
and r r
a— a—
N >
ANA+1)6aa ~ Oas
or

Nygbap > (Na+1)daa,

which is ruled out by assumption, a contradiction. The symmetric case for group B is ruled out
in a similar way. All together, this implies that one must have A\jgy = 0 = \;jp for all i € A
and j € B, and more specifically that xf\g = xl]}g =Y > 0 for any i and [ € A, and the same
property holds within group B. Now, coming back to the optimality conditions and solving for

o and 2%, we obtain the desired expressions, which concludes the proof.
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Proof of Proposition 2

The proof is omitted, as it follows mainly from the same type of calculations than in the proof
of Proposition 1, except that the problem here is to maximize the sum of all agents’ payoffs over
the two groups.

Proof of Proposition 3

We prove the proposition for the case of a representative agent in group A, the conclusions will
follow similarly for the case of agents in group B.
We use the expression of x% provided in Proposition 1, and we denote D := (Ng + 1) (Ng + 1) d44055—
NANpoapdpa. First, we differentiate with respect to 4 4, and we obtain:

oxly a—"T

B =D (Na+1)(Ng+1)d5 (N +1) s — Ndpal

Since dpp and (N + 1) dpp — Npdpa are positive by assumption, we conclude that the effect
of 044 is negative. Now, differentiating with respect to dgp we obtain:
oz _a—T

Bons =z (NB + 1) Npdpa [(NA + 1) daa —NA5AB}

Since d44 and (Ng 4+ 1)da4a — Nadap are positive by assumption, we conclude that the effect
of dpp is positive. This concludes the proof of the first point in the proposition.

Differentiating with respect to d4p and dp4 we obtain, respectively:

ozl a—T oxlY a—"T

965 = D7 NaNesal(No +1) 055 — Nodpal; 5o8 = =55 N (Np +1) 65 [(Na +1) 644 — Nadaz]

N N
Arguments similar to those in the first point yield immediately that 68 62“]3 > (0 and (;9 ;;“A < 0 are
satisfied. This concludes the proof of the second point in the proposition.
Differentiating with respect to N we obtain:
oxlY a—"T

s =~ swa (Vs + s~ N

We conclude immediately that the effect of an increase in Np is negative. This concludes the
proof of the third point in the proposition.
Finally, differentiating with respect to N4 we obtain:

dxfy a-T

N, DE [(Ng +1)dpp — Npipal [Npéapdpa — (N +1)044dp5]

N
Ozly

Since (Np+1)dpg — Ndpa > 0 by assumption, we deduce that v > 0 if and only if
Npdapdpa — (N +1)0a40pp > 0 is satisfied. This concludes the proof.

Proof of Proposition 4

We have:
N . (Np+1)dpp — Npdpa 20pp — (4B +9B4)
Tag —Tp=

(Na+1)(Ng +1) 644055 — NaNpdapdpa Na 46440585 — (0ap +054)°
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Since the denominators of both terms are positive (by Propositions 1 and 2 respectively), rewrit-
ing the above expression as a single fraction its sign is given by that of the nominator, that
is:

Nao[(Ng+1)dpp — Npipa| [45AA5BB — (6ap + 55a)°

— 20 — (64 +0B4)| [(Na+1)(Np+1)5440558 — NaNpdapdpa] (14)

We now provide the proof of Proposition 4. Using its assumptions to rewrite expression (14)
allows to conclude that the sign of xlY — z% is given by that of:

N4 [(Ng+1)8 — Npd'] [452 4 (5')2} — 26 — 28] [(NA +1)(Ng +1)82 — NaNg (5')2}
or, simplifying:
ONA[(Np +1)6 — Npé'] (6 + ) — [(NA +1) (Np +1) 82— NsNp (5/)2} .
This expression can be rewritten to deduce:
o > a% = (Np+1)(Ng —1)6% + 2N468' — NaNg (') > 0,

where the second term is a polynomial function of §’ (keeping in mind that 0 < § < § by
conditions (7)). Solving it, we obtain:

Na+\/(Na)® + NaNg (Ng +1) (Na— 1)
NANg

o > 2% >0+= ¢ €[0,min{s,¢ =4

A+\/(NA>2+NANB(NB+1)(NA D _

To conclude the proof of this first case, it then remains to notice that
1 if and only if Ng > 3N4 — 1 holds. Moreover, the conclusions on the effect of the parameters
on ¢’ follow from straightforward differentiations, which are thus omitted.

Proof of Proposition 5

We first differentiate the agents’ payoffs in group A with respect to N4, accounting for the
optimality conditions characterizing x):

o oxlY ozl
8NA l‘A 5AA:L'A75AA(NA71)8N1:75BANBﬁ

Differentiating the expressions of Y and 2%y with respect to N4 and simplifying, we obtain:

ot ya—T
N, 229 ?6,4,4 [((Np +1)0a405B — Npdapdpa| [Ngépa — (N + 1) 5]

with D := (Nga+ 1) (Ng+ 1) 044058 — NaNpdapdpa and we can now conclude as follows. The
second term between brackets on the right hand side of the equality is negative by assumption.

Since d44 > 0 by assumption, this implies that A < 0 if and only if (Ngp+1)daadpp —
Npdapdpa > Oholds. This concludes the proof of the first case of the proposition.

29



Similar calculations yield:

ony NGO —
= _9¢ N
ONy D?

The term between brackets on the rlght hand side of the equahty is posmve by assumptlon

5AA5BB5AB [((Ng+1)épp — Npdp4|

parameter d4p is posltlve (since §44 and 5 pp are positive by assumption). This concludes the
proof.

Proof of Proposition 6

It is immediately checked that the first order conditions are necessary and sufficient, and given
by:
a—1T — 25AAX£C — 5BAX£,C +Aa=0

for any agent [ € A and
a—1T — 5ABXZC - 5BBX%C - 5BB$];E +Aip =0

for any agent i € B. The reasoning used in the proof of Proposition 1 allows quickly to conclude
that 27 = xpjcg = ¥ for any i and j € B, and that (Ng +1)dpp > Npdpa rules out the
possibility of a corner solution z;4 = 0 whlle 2044 > 0ap rules out the poss1b1hty of a corner
solution z;5 = 0. Solving the system of optimality conditions for X% and z%} yields the desired

c

D
expressions, keeping in mind that z7j = )J(Vi in the statement of the proposition.

Proof of Proposition 7

Concerning individual extraction levels, using the expressions provided in Propositionl and 6 we
deduce that:
ol >alf &= Na>1

which is always satisfied. Regarding extraction levels in group B, we obtain: and

(NA+1)5AA—NA5AB S 2(SAA_CSAB
(Na+1)(Np+1)04498 — NaNpdapdpa ~— 2(Np+1)0446p8 — Ngbapdpa

which can be rewritten and simplified as

a:gza:]f;:}

> xpc < 044048 (Na—1) [N353A — (Ng+1) (533] >0,

which is only satisfied when N4 =1 or d4p = 0, since the term between brackets is negative by
assumption. This concludes the proof of the first point.

Regarding the effect on total extraction levels, denoting X?¢ = Nyl 4+ Npafy and XV =
Naz + Npz® we have:

Xpe < XN
(Ng+1)dpp — Ngdépa +2Npdaa — Npdap < NAo(Np+1)épp — NaNp (0ap +pa) + Ng(Na+1)daa
2(Np+1)0446pp — Npbapdpa - (Na+1)(Np+1)04498 — NaNpdapdpa

Rewritting and simplifying, we obtain:

XPe < XV — (NA — 1) —(NB + 1)2 (533)2 + Np (NB +1) (6AB +5BA)6BB — (NB)25AB5BA <0.
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The term between brackets is a polynomial expression of dgp: solving for dgg, there are two
cases:

e If§4p < dp4 then the term between brackets is non-positive if and only if g5 > %55%
is satisfied, which is the case by assumption;

e If 0o > dpa then the term between brackets is positive if dgp satisfies %5&4 <
0B < %(5 4B and non-positive otherwise.
This concludes the proof of the second point in the proposition.
Finally, we compute the difference between agents’ payoffs in group A under the two outcomes.
Regarding the fully non-cooperative case, accounting for the first order conditions satisfied by
xlY and simplifying, we obtain:
Y = 64 (2)°
Regarding the case of local cooperation, accounting for the first order conditions satisfied by 2%}’
and simplifying, we obtain:
Hic = 5AANA (IQC)Q .

Denoting D = (NA + 1) (NB + 1) 0440 — NaNBdapdpa and M = 2 (NB +1)0aa0BB —
Npdapdpa we can now compute the difference as follows:

644 (Na—1)[(Ng+1)6p5 — Ngdpal’
N4sD2M?2

% — 1l = P (04405B)

where

P(84408) = (Na —1) (Ng 4+ 1)*(044055)>~2NaNg (N5 + 1) 645554644055+(Ng)> Na (54554)°

To derive the sign of IIf — HIX it suffices to analyze the sign of P (0440pp). Since this is
a polynomial expression of d440pp we obtain that IT% > HJX when either (7) daadpp <

Na—vN . NadvNa . )
NJZ]?HW(SAB(SBA holds or (i) d4adpp > NJZil %5,4353,4 is satisfied. By assump-

tion we know that d 40 > %%5,4353,4 is satisfied, and it is easily checked that

Na_ Np_g5. 2654 > D Na—VNays, o554 is satisfied whenever N4 > 1 holds. This rules out

Na+1Np+1 = Np+1 Na-1

case (i) and implies that II% < IT% when %%5,4355% < 0440BB < %%5,4353,4
is satisfied, and that I > IT%} otherwise. This concludes the comparison of agents’ payoffs in
group A.

Now regarding agents’ payoffs in group B, accounting for the first order conditions satisfied by

xl} and simplifying, we obtain in the full non-cooperative case:

Hg = 5BB (l’g)2

Regarding the case of partial cooperation, accounting for the first order condition satisfied by
z% and simplifying, we obtain:
2
H%C = 533 (IE:DBC) .

This now implies that we have:
(& C 2 C (&
05— 1Y = bns [(@)” = (o8)”] = dmm (a5 +23) (a5 — o)

From the first point in Proposition 7 we know that 2’} — 2l > 0 is satisfied, which implies that
Iy — Hg > 0 holds. This concludes the proof.

31



Proof of Proposition 8

Considering the game induced by the transfer scheme and differentiating, we obtain the following
optimality conditions, for j € A and i € B:

o7
CL*F*(sAAXZ 75BAX]SB *5AA93§'A+ M Jr)\jA = 0,
8Z‘j,4
and
s s s, Ot
a—TI—0ppXpg — 04X} — dpprip + 7— + Aip =0,
Ozip

where \;j4 and A;p denote the lagrangian parameters associated to the first order conditions of
agents j € A and ¢ € B. Using the expressions of the transfers we obtain:

a—F—éAAXZ _5BAX}§3 —(5AA$§A—|-(5BANBJAZB — (a—F) +>\jA =0,

and
a—1T —(SBBX% _6ABX;Z — 6333?‘;3 + (NB + 1) 0BBIB — (a— F) + X;g =0,

We now proceed by contradiction and assume that z;4 > 0 for some j € A. This implies that:
—044X} —0paXp — 044254 +paNpip =0,

which in turn implies that the extraction levels of all other agents in A must be positive as well,
and that 7, = x5, = x5 for any agent [ € A (I # j). Now assume that x5 = 0 for some i € B,
we obtain:

—0ppXp —0apXi+ (Np+1)dppip <0,

which in turn implies that necessarily zj; = 0 for any & € B as well. All together, the two
optimality conditions imply that one must have:

(N +1)éppip —dapNaxi <0

while
0paNpip =044 (Na+ 1)z

and combining these two conditions allows to deduce that necessarily (Ng + 1) dgpip < %%i B

must hold which, since % is positive, implies that (Ng +1) (Ng 4+ 1) 04408 —NaNpBdapdpa <
0 must hold, which contradicts the assumptions of Proposition 8.

Now assume that =75 > 0 for some ¢ € B: coming back to the corresponding optimality condition,
we obtain:
—0ppXg —0apXi — dppxig + (NB + 1) oI + Nin = 0,

which implies that all other agents in area B finds it optimal to choose a positive extraction
level, and that =75 = x{z = z% for any agent j € B (I # ¢). The optimality condition can thus
be rewritten as:
(Np+1)dppip =06aX3 + s (Ng+1)z5
or
by — Nadap 5,
(Np+1)dpB
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while the optimality condition related to agents in area A imply that Zp — 5, = Ad4s

S
B = (Np+l)opp LA
which, since % > 0 holds, implies:

NAdAB NA5AB

(NB+1)5BB (J\/YB“V‘l)(SBB7

which contradicts the assumptions in Proposition 8, as they imply that (N4 + 1) (Ng + 1) daadpp—
NANpoagdpa > 0 is satisfied. We conclude by contradiction that zip >0 for some j € A is
impossible.

Thus the equilibrium outcome of the game results in z7, = z% = 0 for all agents j in area
A. This implies that there is necessarily some agent, say ¢, in area B such that x5 > 0 holds.
Now the optimality condition related to agent ¢ € B writes

7533Xf_—; 763356,?3 4+ (NB + 1)533583 =0.

This implies necessarily that z;75 > 0 for any other agent [ in area B, and thus zjg = =iz = z%.
Rewriting the optimality condition for agent ¢ we finally obtain:

(N +1)0ppip = Npdppxs + 0pprp,

thus z3; = &p and this concludes the proof.

Proof of Proposition 9
Using Proposition 8 the transfer scheme induces the following equilibrium payoffs, for j € A and
1€ B:
i = 655 (25)° — Tin
and

s _ Np. N e i
4=y, tella=T) = (Np+1)oppin] + =77 —

Now, using Proposition 1 the payoffs corresponding to the full non-cooperative outcome are
provided by the following expressions:

Y =6aa (), TIY =655 (2)°,

with zY and 2§ characterized by expressions (3) and (4) respectively. Now, the transfer scheme
will be self-consistent if and only if the fixed payments {T;p };cp are defined such that the scheme
makes all agents at least as well as under full non cooperation, that is, for any j € A and i € B:

( N e N
ja 21y, I > 1Ip

Using the expressions of equilibrium payoffs, and considering equal treatment of agents in area
B, we obtain T;5 = Tg and

0BB [(@3)2 - (mﬁ)z} >1p
and N
Tg > Nig(sAA (xg)Q — 2B [(a -I)—(Ng+1) 533@3} .
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Now the transfer scheme will be self-consistent if and only if there exists a non vacuous interval
of values of Tg that satisfy these two inequalities. This is equivalent to showing

Na

0BB [({ﬁB)2 - (:vg)z} > FBéAA (‘T]X)

?_iplla—T)— (Np+1)dppis,

which can be rewritten as

2

_NB(533(:%B)2+(a—I‘)§cB— |:6BB ((Eg) Ng

N, 2
+ 7A5AA (mﬁ) ] > 0.
This is a polynomial expression of 5, which can be solved explicitly. To get Zp > 0 a necessary
and sufficient condition is that

N,
A:(CL*F)274NB($BB |:5BB (:Eg)2+N72(5AA (IJX)2:| >0, (15)

because any Zp €] ((127\25_ B\J/}, ((;;VIB;;\/Z[ will then satisfy the requirement. Using expressions (3)

and (4) and rewritting condition (15) we obtain condition (13), which concludes the proof.

Proof of Proposition 10
First, when d44 = dpp = dap = dpa then condition (13) can be simplified as
(Nso+ Np—1)* >0,
which is always satisfied.
Secondly, when N4 = Ng = N condition (13) can be simplified as follows:
[(N+1)6+ N&) > 8Ns>

or

(N? —6N +1) 8% + 2N (N + 1) 88" + N2 (8')* > 0,
which is a polynomial expression of parameter §’. Solving for ¢’, we obtain that condition (13)
is satisfied if and only if §' €] max{0, wé}, NEL§[

since M(S > 0 is easily checked to hold if and only if N < 5 is satisfied. This concludes
the proof.

is satisfied. We can now conclude,

Supplementary material

Extension of Proposition 4

In order to assess the qualitative effect of each type of fundamentals (within-group externality
parameter, between-group externality parameter, size of the populations), we successively con-
sider two additional situations, where only one parameter is allowed to differ from one group to
the other. Moreover, to save on notations, we focus on the case of group A, results for group B
follow in an entirely similar manner.
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Proposition 11. Assume that conditions (7) are satisfied simultaneously, so that the full coop-
eration and Nash equilibrium outcomes are characterized by (3)-(4) and (5)-(6). We have the
following comparisons:

1. Assume dap = dpa =0 while Ny = Ng = N:

o When daa E]N;§16BB,6BB[ while (6’)2 < d440BB < %(5’)2 then there exists

44 €]0,044[ such that xlY > x% when &' € [0,044] and &Y < x% when &' €
10440445
o Otherwise xY > x* holds generically.

2. Finally, assume aa = dpg = 0 while Ny = Ng = N:

o When Sap < dpa then i > z% when dpa € [Sap,dp4] while & < x* when
dBa €0ga, %5[, where dp 4 increases as d increases, or as dap increases. The
effect of N on §p 4 is ambiguous and depends on the interplay between §, dap and
N.

o When dap > dga then x% > x% holds generically.

Proof. In case 1, using its assumptions (among others, §44 > ¢’ and dpp > ¢’ are satisfied) to
rewrite expression (14) allows to conclude that the sign of 2 — x% is given by that of:

ON[(N +1)dp5 — N&| [5,4,4533 - (5')2} — 655 — & [(N +1)% 044055 — N2 (5’)2}
This expression can be rewritten to deduce:
Ig > 332 <= 2Néppd’ (5AA — 5/) + ((SBB — 5/) [(N2 — 1) 0440BB — N? (5/)2} >0, (16)

which is a polynomial function ®(¢") of ¢’ (keeping in mind that 0 < §' < min{daa,dpp} by
conditions (7)). When d44 > dpp we deduce immediately that

®(6') > (6pp —9') {2]\75335’ +(N?=1) (6pp)* — N? (5/)2}

= (533 — (SI) [(N—l— 1) 0BB — N(S/} [(N — 1) opp + N(Sl] > 0,

which allows to conclude that xg > x% then. Now, when d44 < dpp we deduce quickly from
(16) that a necessary condition for zY < x*% to hold is that d4adpp < Nﬁ% (5’)2 is satisfied.

Now, differentiating ®(§’) with respect to §’, we obtain:
O'(6") = 3N2(8')° — 2N (N +2) 6ppd’ + [2N — N2 +1] 644055

The term on the right hand side of the equality is a polynomial function: solving it for ¢’ we

obtain
P’ (0') <0< & € [01,05],

(N+2)6BB_\/6BB [(N+2)2533—36AA(2N—N2+1)} (N+2)6BB+\/5BB[(N+2)2§BB—35AA(2N—N2+1)]

where §] = TN and 05 = 3N

The first conclusions are that, when 2N —N?+1 < 0 holds (which is the case if and only if N > 3)
then &7 < 0 is satisfied, and that 8, > d44 as 044 < dpp is satisfied. These two conclusions
imply that ®'(6’) <0 on [0,044[ for N > 3 and ®’(4’) is non-negative on [0, §7] and negative on
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101,044 when N < 2 is satisfied. We obtain quickly that Phi(0) > 0 holds, and finally, looking
at (6’ — d44) we obtain:

(I)((S/ — 5AA) =044 [N2 ((5,4,4)2 — <2N2 — 1) 0aa0BB + (N2 — 1) ((533)2}

Solving for d44 we deduce that ®(8" — da44) < 0 if and only if d44 lies in the interval

]%53 B,0pp[- Together with the monotonicity of function ® this implies that there exists
O44 €]0,044[ such that ® > 0 for ¢’ € [0,044] and & < 0 for &' €]d 44,044 if and only if
da4 €] N ;;15 BB,0pp[ is satisfied. Otherwise ® is non-negative. This concludes the proof of the

first case.

In the second case, using its assumptions to rewrite expression (14) allows to conclude that
the sign of 2%y — z% is given by that of:

N[(N+1)6—Népa][26 + (04 + 0p4)] — |(N 4+ 1) 6% — N25450p4
This expression can be rewritten to deduce:
e > = (N+1)(N=1)6> = N(N —1)854 + N (N +1) 8645 — N? (6p4)* > 0,

which is a polynomial function P(dg) of dpa. Solving for 054 we obtain:

P(6pa) > 0<=dpa €[0,054 =

2N
(17)
The above expression of 54 yields the following implications:
N+1 N+1 N?—-N+1
Bpa < 0 = 0ap € SR By S0 0an € i O dpa S 0an < dan 2

18)
In case 2, conditions (7)) are equivalent to either (i) a5 < dpa and §ap < § while dpa < NTilé,
or (ii) dap > dpa and dpa < § while da5 < %5. We prove the result in these two sub-cases.
Regarding sub-case (i), the first inequality in (18) yields the conclusion that d5,4 < %(5 is
satisfied, while the last inequality in (18) yields the conclusion that dz4 > d4p holds (since
LW(S > NEL5 > § 4 are satisfied). Using (17) then allows to conclude. The effect of § and
of 4p on d 4 follows from direct differentiations. Regarding the effect of N, differentiating and

simplifying, we obtain that the sign of ag%A is given by that of the following expression:

V(N = 1)? 62 4+ 46 (N + 1) [N6ap + (N — 1) 6] — 2N6ap + (N +3)8

A first conclusion is that ag]’i,“ < 0 when —2Ndsp + (N +3)4d < 0 is satisfied. Otherwise,
Bgﬁ,“ > 0 if and only if the following inequality is satisfied:

(N+1)(3—N)82+ N?(3ap)> — 2N (N +2) 6645 > 0.

Solving for § 4 g we conclude that ag]'i,A > 0when dag <6 (N+2)—v IQVN2+2N+1 and agﬁ,f‘ < 0 when

0AB €]6<N+2)7 . ZQVNQHNH,%(;[ is satisfied. It is easily checked that 2= IQVN2+2N+1 >0
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if and only if N < 2 holds. Thus, the sign of *BA depends on the interplay between §, dap
and N. This concludes the proof of the first sub case Regarding the second sub-case, the last
inequality in (18) allows again to conclude that P(6p4) > 0 holds generically. This concludes
the proof of the second case. O

Several remarks are worth noticing. Regarding the first case, a first point is that low values
of ¢’ correspond to the classical conclusion: indeed, in such a situation this case is similar to the
first one, and the conclusion follows similarly. When looking at large values of ¢’, if 44 > dpg
this amounts to looking at 6’ — dpp, but this implies that the efficient outcome gets close to

zero, and obviously the classical conclusion obtains. By contrast, when §44 < dgp we can look at
a—T (N+1)épp—Ndaa

dAA (N+l)2533—N2(5AA
close to 537 5 , and the comparison with the socially efficient outcome depends on the interplay

between the w1thin—group externality parameters and the size of the populations. Specifically,

x% < 2% can be satisfied only if (N2 — 1) 0 < N2544 holds: there is some heterogeneity

along this dimension, but the degree of heterogeneity is not too high.

while 2% gets

The second case can be explained easily when dap > dpa is satisfied. Indeed, coming back
to Proposition 3 we know that mg increases as dg 4 increases, which implies that

(N+1)0 — Nopa B (a—T)
(N +1)%62 = N2(64)°> (N+1)0+ Ndpa

J:ZZ(@—F)

and the comparison with z% follows easily then. By contrast, when d4p < dpa holds, the
conclusion depends on the value of dg4. When it is low, that is, close to d4p, the situation
is similar to the case of homogeneous groups, and the classical conclusion follows. When it is

high (close to %5 according to the assumptions), then zY gets arbitrarily small (when the
(a—T)

m does not become so.

difference dp4 — d4p is sufficiently large) while z% =

Extension of Proposition 10

Proposition 12. Assume that conditions (Na +1)044 > Nadap and (Ng +1)dpp > Ngdpa
hold. Then we have:

1. When Npo = Ng = N and a4 = g = § a reserve based on private initiatives Pareto
dominates the full non-cooperative outcome:

o When min{ 576, 55+ (1 - —) 6} < 6pa < MHES is satisfied;
o When dpa < mm{N4 6, ML (1 - —) 8} there exists 045 €]0, 5L6] such that
Pareto dominance holds when 6ap € [0 45, DL0] is satisfied;

2. When Na = Ng = N and da5 = dpa = &' a reserve based on private initiatives Pareto
dominates the full non cooperative outcome:

o Provided that both dpp < Mé’ holds and

— FEither conditions N > 3 and §' > N—_H(;BB are satisfied,

— Or there exists § 4 4 > N+1 70" such that Pareto dominance holds for 644 > 64 4.

When N > 6 then § 44 belongs to ]NJYH &', 0B8]
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2
e Provided that égg > WNH) 42N 51 4 satisfied, there exists 4,4 > ~o=0' such

N+1 NF1
that Pareto dominance holds for daa > d44. When N > 6 then d,, belongs to
|5 b,

Proof. Now, when Ny = Ng = N and 44 = dpp = 0 we can rewrite condition 13 as ®(dap) >

0, where
2

®(0am) = |(N +1)* 6% = N?645054

4 [N52 [(N+1)6— Néap]* + No*[(N+1)6— NéBA]Q]

Simple differentiations yield:
O (6,5) = 2N? [452 (N +1)8 — Noag] — dpa [(N +1)26% - N25A363AH

and
®"(5,5) = 2N° [452 +N (5BA)2}

Regarding the first sub-case, when dga4 > %6 then ®” > 0, which implies that ®’ is non de-
creasing which, together with ®'(dpa — %5) < 0, implies that ®’ is non increasing. Finally,

since ®(dpa — Md) is easily checked to be non negative, this implies that & > 0. Now, when

Niﬂ(s <dpa < Wﬁ then ®” < 0 and ¥’ < 0 (since ®'(0) < 0), which finally implies that ® > 0
by using the same argument than when dg4 > \/%6 is satisfied, and concludes the proof of the

first sub-case.

When dp4 < Niﬂé we know that ®” < 0 and ®'(0) > 0 which, combined with ®'(dp4 —

NH§) < 0, implies that there exists &5 €]0, 2326[ such that @ increases on ]0,4’ 5] and
decreases on |6’ 5, MELS[. Since ®(64p — L) > 0 this in turn implies that there exists
S5 € (0,0 p[ such that @ < 0 on [0,5,5] and & > 0 on |6 45, Y26 if and only if ®(0) is
negative; otherwise we conclude that ® > 0. We obtain:

B(0) = 82 [(N +1)2[N2 = 6N +1] +8N?(N +1) 8654 — 4N? (53,4)2} ,
which is a polynomial expression of 05 4. Solving it, we obtain the following conclusion: ®(0) < 0
when either dpa < 5% (1 — g) or dgpa > 5% (1 + %) is satisfied, and ®(0) > 0 when
d0pa € [5% (1 — g) ,5% (1 + %)] holds. All together, noting that % (1 + g) o >

%5 is always satisfied, this concludes the proofs of the second and third sub-cases.

Finally, when Ny = Ng = N and d4p = dpa = ¢’, again rewriting condition 13 as ®(d44) > 0
and differentiating, we obtain:

' (0a4) = 2(N +1)* 6 [(N +1)7 64405 — N2 (/)| =8N (N +1) (955) [(N + 1) 844 — N9]
—4NGSpp[(N +1)6pp — N&'|°

and
O"(5an) =2 (N +1)2(6p5)> (N — 1)?,
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which is non negative. This implies that ®' increases. We obtain quickly:

/ N n o / 2 !
¥(6as = 57579 = 2055 (N + 1) 355 — N9 H(N—H) +2N}5 —2(N+1)§BB}

This implies that ®'(d44 — Niﬂé’) > 0 if and only if dgp < % is satisfied. We first

prove the Proposition in this case. Thus we deduce that ®’ > 0, which implies that ® increases
as 044 increases. We obtain:

N _ 28/ _ n2 (s 4
(I)((SAA—>N+15)—N(5[(N+1)5BB N(” 0 N+1(53B

N

Since dpp > N—_Hé’ by assumption, we deduce that ¢ — ﬁ533 is negative if and only if

either N <2or N >3 and § < ﬁ5BB~ Thus, when N > 3 and ¢’ > NiﬂcSBB we deduce that
D(dan — NLHCS’) > 0 and in turn that ® > 0 in this case. Otherwise, we know that, when 44 >
§pp and large enough, we deduce easily that ®(544) ~ (N +1)* (N — 1)* (644)° (655)° > 0,
which implies that there exists § 44 > 5" such that ® > 0 for 44 > & A4- More specifically,

N+1
computing ®(d44 = dpp) we obtain:
(dpp) = [(N +1)0p5 — NOI* [(N? = 6N + 1) (0p5)" + 2N (N +1) 05 B8’ + N* (5')"]

Solving for §' we obtain that ®(dpp) > 0 when ¢’ > 7%+2‘/%7N533, and 7%+2@533 <
0 when N > 5. This implies that d , 4 < dpp when N > 5 is satisfied. This concludes the proof
of the first sub-case.

Finally, when dpp > % then @ (044 — 350") < 0 and, when d44 > dpp and large

enough we have @ (044) ~ 2(N +1)? (655)% 644 (N — 1) > 0, which implies that there exists

O4A > NLH(S’ such that & is non increasing on ]NLH(S’,QAA} and then increasing. Since we have

(I)((SAA — L(S/) = N2§ [(N+ 1) 0BB —N(;l} |:($/ —

)
N+1 BB}<O

N +1
and still
(6) ~ (N +1)* (N = 1)? (644)° (655)> > 0

There exists 44 > Niﬂé' such that ® > 0 for 44 > d 4 4. Similarly than in the first sub-case,
we conclude this time that ®(044 = dpp) > 0 when N > 5 is satisfied, which implies that

044 < 0gp and concludes the proof of the second sub-case. O]

This extended result allows for several interesting comments. First, the case of potentially
differing inter-area externality parameters exhibits qualitatively different features. When the in-
tensity of the externality imposed by area B on area A is sufficiently strong, the transfer scheme
defined in Proposition 8 will ensure a Pareto improvement over the case of non-cooperation. In
such situations, the higher the value of dg4, the lower the level of non-cooperative extractions
in area A in the status-quo scenario (according to Proposition 3). Thus, this corresponds to
situations where the status-quo results in low extraction levels and, as such, to fairly low payoffs
within area A. This makes it fairly simple to compensate agents within this area. By contrast,
when the value of §p 4 is sufficiently low, there is a trade-off and a self-consistent transfer scheme
is not always feasible. Whether such a scheme exists will depend on the intensity of the exter-
nality imposed by area A on area B. Due to the effect of d 4p on extraction levels in both areas,
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a sufficiently high value of 0 45 is required to balance the low value of dp 4.

Secondly, the case of potentially differing within-area externality parameters is more compli-
cated. Compared to the second case, low intensities of within-area externality for at least one
area is not a sufficient property to ensure the feasibility of an appropriate transfer scheme. When
the intensity of within-area externality is not too high (compared to the inter-area externality), a
sufficient condition is then that the intensity of the other types of externality be sufficiently large.
This is equivalent to sufficiently large number of agents and intensity of inter-area externality:
yet, if both conditions are not met simultaneously, the feasibility of a transfer scheme is not
ensured. It then requires that the within-area externality is sufficiently strong in area A, so that
the effects driven by low values of dgg be balanced. Finally, when the value of dg g is sufficiently
high (still compared to §’), the feasibility of setting area A as a reserve becomes relatively more
difficult to achieve: the externality within area A must then be sufficiently strong.

Allowing for strategic complementarity and substitutability

Since the purpose of the article is to highlight the importance of accounting for existing interac-
tions between collective action problems, the focus has been put on the simplest extension of one
of the seminal model of commons. Here we briefly explain how one can expand the perspective
of the contribution by considering a setting allowing for strategic complementarities between
agents’ choices from the same group. In order for this setting to be well defined, taking group A
as an example, the specification of payoffs is amended as follows:

M4 = aziq — Twia 4 6224 + 64aziaX_ia +0paTiaXB,

where ;4 would denote this agent’s effort level, X_;4 = > jeA j£i TiA the aggregate effort level
of other members in group A, Xp the aggregate effort level within group B, and a, I and § are
positive parameters. Parameter d 44 captures the external effects of the other owners’ effort levels
on agent i’s payoff, while g4 captures the nature of between-group externalities. Parameter
0 > 0 ensures that the maximization problem remains well defined. Within this framework it
is then possible to consider different types of collective action problems. For instance, one can
consider that payoffs depend positively on the efforts of members from the same group, that is
daa > 0 is satisfied, while efforts of members from the other group are strategic substitutes,
0pa < 0 is satisfied. It is then reasonably straightforward to show that the characterization of
the symmetric Nash equilibrium outcome becomes:

:EN: NBéBA‘FQ(;*(NB*l)éBB
AT I(Ng —1)044 —26][(Ng — )05 — 20] — NANBOABd5A

(a—T)

N NA5AB+25—(NA—1)5AA (a—F)
B [(NA—I)(SAA—Z(S} [(NB—l)(SBB—Q(ﬂ—NANB5AB5BA

provided that the following conditions hold:2? either

NA(sAB > (NA — 1)5AA —2(5, NB5BA > (NB — 1)533 — 26

or
NA|5AB| > |(NA — 1)5,4,4 725|, NB|5BA| > |(NB — 1)533 725‘

20In the statement of the conditions |.| stands for the absolue value.
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At the same time, the socially efficient outcome is characterized as follows:

_ Np (6ap +0pa) +2[0 — (Np — 1)dp5] (a—T)
4[(Ng —1)644 — 0] [(Ng —1)ép5 — 6] — NANp (645 + 6p4)°

}*

T

Na (5AB + 53,4) +2 [5 — (NA — 1)51414}
4[(NA — 1)5AA — 5] [(NB — 1)533 — 5] — N4sNp (5,43 + 6BA)
provided that the following conditions hold: either

8
Wz

5 (a—T)

(Na—1das—8 (N5~ Ddpp — 6
NA ’ NB

}

(5,43 + 53,4) > ma;z:{Q

or
(Na = Ddas = 0] (N5 — s — 8],

1) 1) 2
|0aB + 0pa| > maz{ i N,

These characterizations can be used to show that the comparison between the non-cooperative
and cooperative outcomes is ambiguous, and depends on the size of the groups and the intensity
of externality parameters. The difference is that, in such cases, this ambiguity seems to be more
expected than in the initial case considered. Indeed, as effort levels from different groups have
positive or negative effects on an agent’s payoffs, one might reasonably expect the comparison to
be (more) ambiguous. These brief insights still highlight the possibility to account in this setting

for differing in-group and out-group effects.
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