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Abstract
Two recent methods based on distributional semantic models (DSMs) have proved very successful in learning high-quality vector representations of words from large corpora: word2vec (Mikolov, Chen, et al. 2013; Mikolov, Yih, et al. 2013) and GloVe (Pennington et al. 2014). Once trained on a very large corpus, these algorithms produce distributed representations for words in the form of vectors. DSMs based on deep learning and neural networks have proved efficient in representing the meaning of individual words. In this paper, I assess to what extent state-of-the-art word-vector semantics can help corpus linguists annotate large datasets for semantic classes. Although word vectors suggest exciting opportunities for resolving semantic annotation issues, it has yet to improve in terms of its representation of polysemy, homonymy, and multiword expressions.
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1 Introduction
Annotating linguistic data for semantic categories in an automatic fashion is arguably one of the last fronteers in corpus linguistics. Divjak and Fieller (2014, 208) make it sound as if manual annotation were irrelevant in traditional corpus linguistics: “A common myth is that corpus linguists do everything automatically, which would make corpus linguistic techniques unsuited for the study of meaning.” Yet, with the increasing availability of very large corpora, such as those compiled from the web (Baroni, Bernardini, Ferraresi, & Zanchetta 2009), corpus linguists handle datasets whose size is a continuous challenge to human inspection. Contemporary semanticists commonly extract corpus data and annotate the datasets in a manual, a priori fashion. If the dataset is too large, manual annotation may become unfeasible.

No principled opposition exists against automatization in computational linguistics, an area that has witnessed dramatic progress in distributional semantics. Based on the distributional hypothesis (Harris 1954; Miller & Charles 1991), according to which words that appear in similar contexts have similar meanings, distributional semantic modeling contends that it is possible to approximate what humans do when they learn word meanings via similarity judgments. Distributional semantic models approximate this knowledge by operationalizing semantic similarities between linguistic units based on their distributional properties in large bodies of natural language data. Specifically, once trained on a very large corpus, distributional semantic models produce distributed representations for words in the form of strings of real numbers called vectors. Words with similar vector representations have similar meanings.
Quite recently, two state-of-the-art unsupervised learning methods claim to have taken word-vector representations to the next level: word2vec (Mikolov, Chen, Corrado, & Dean 2013a; Mikolov, Sutskever, Chen, Corrado, & Dean 2013c; Mikolov, Yih, & Zweig 2013d) and GloVe (Pennington, Socher, & Manning 2014). Based on neural networks, these models have met with immediate success even though there is ongoing debate as to whether the quality of the models has been assessed properly. The enthusiasm in the computational linguistics community comes from the good performance of word2vec and GloVe in downstream tasks (mapping linear relationships, assessing similarity, etc.).

Starting from the assumption that manual annotation is the gold standard, this paper assesses to what extent state-of-the-art word-vector semantics can help the corpus linguist annotate words for semantic categories. Section 2 addresses common issues with semantic annotation and the need for automatization in this task. Section 3 examines the relevance of distributional semantic modeling in this respect. Section 4 shows how GloVe performs in an annotation task involving adjectives. Section 5 discusses the limits of word vectors. In Section 6 I conclude that although the computational performance of word-vector semantics is indeed noteworthy, this technique has yet to improve before corpus linguists can fully benefit from it.

2 Common issues with semantic annotation

Semantic annotation is a common task in corpus linguistics. In Desagulier (2015), I compared the adverbs quite and rather in their preadjectival and predeterminer uses, as exemplified below.

(1)  a. That has proved to be a quite difficult question to answer. (preadjectival)
    b. That has proved to be quite a difficult question to answer. (predeterminer)

   a. That is a rather difficult question to answer. (preadjectival)
   b. That is rather a difficult question to answer. (predeterminer)

To remain within the strict limits of the preadjectival vs. predeterminer alternation, I extracted only those patterns that involved both alternants, namely <a(n) quite/rather ADJ NP> and <quite/rather a(n) ADJ NP>, from the British National Corpus (XML Edition), henceforth BNC–XML. I gathered all occurrences in a dataset, of which Table 1 is a sample. The full dataset consists of 3086 observations. Five variables are displayed:

- the name of the corpus file,
- the construction (predeterminer vs. preadjectival),
- text genre (W fict prose, W ac:humanities arts, S conv, etc.),
- the exact match (i.e. the adverb in context),
- the intensified adjective.

To see if meaning has any bearing on the preadjectival vs. predeterminer alternation, the adjectives must be annotated semantically. In corpus linguistics, the most widespread approach consists in annotating examples manually. The adjectives in Table 1 were therefore manually annotated using a tagset inspired by Dixon and Aikhenvald (2004). Classes that matched the data better were added in an ad hoc fashion. The semantic tags were appended to the original dataset, as shown in Table 2.
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Table 1: a sample data frame compiled from the BNC-XML

<table>
<thead>
<tr>
<th>corpus_file</th>
<th>construction</th>
<th>text genre</th>
<th>match</th>
<th>adjective</th>
<th>semantic class</th>
</tr>
</thead>
<tbody>
<tr>
<td>K1J.xml</td>
<td>predeterminer</td>
<td>W news script</td>
<td>quite a hot shot</td>
<td>hot</td>
<td></td>
</tr>
<tr>
<td>G2W.xml</td>
<td>preadjectival</td>
<td>W pop lore</td>
<td>a rather hot seller</td>
<td>hot</td>
<td></td>
</tr>
<tr>
<td>KRT.xml</td>
<td>preadjectival</td>
<td>S brdcast news</td>
<td>a quite clear position</td>
<td>clear</td>
<td></td>
</tr>
<tr>
<td>J0V.xml</td>
<td>predeterminer</td>
<td>W ac:humanities arts</td>
<td>quite a clear understanding</td>
<td>clear</td>
<td></td>
</tr>
<tr>
<td>CHE.xml</td>
<td>predeterminer</td>
<td>W biography</td>
<td>quite a clear view</td>
<td>clear</td>
<td></td>
</tr>
<tr>
<td>FEV.xml</td>
<td>predeterminer</td>
<td>W nonAc: nat science</td>
<td>quite a clear picture</td>
<td>clear</td>
<td></td>
</tr>
<tr>
<td>EWR.xml</td>
<td>preadjectival</td>
<td>W nonAc: polit law edu</td>
<td>a quite clear line</td>
<td>clear</td>
<td></td>
</tr>
<tr>
<td>CRK.xml</td>
<td>predeterminer</td>
<td>W religion</td>
<td>quite a clear stand</td>
<td>clear</td>
<td></td>
</tr>
<tr>
<td>HA7.xml</td>
<td>preadjectival</td>
<td>W fict prose</td>
<td>a rather clouded issue</td>
<td>clouded</td>
<td></td>
</tr>
<tr>
<td>KPV.xml</td>
<td>predeterminer</td>
<td>S conv</td>
<td>quite a cold day</td>
<td>cold</td>
<td></td>
</tr>
<tr>
<td>G3B.xml</td>
<td>preadjectival</td>
<td>W biography</td>
<td>a rather cold morning</td>
<td>cold</td>
<td></td>
</tr>
<tr>
<td>AB5.xml</td>
<td>preadjectival</td>
<td>W biography</td>
<td>a rather cold person</td>
<td>cold</td>
<td></td>
</tr>
<tr>
<td>CDB.xml</td>
<td>predeterminer</td>
<td>W fict prose</td>
<td>rather a cold note</td>
<td>cold</td>
<td></td>
</tr>
<tr>
<td>K23.xml</td>
<td>preadjectival</td>
<td>W news script</td>
<td>a rather colder winter</td>
<td>colder</td>
<td></td>
</tr>
</tbody>
</table>

Table 2: a sample data frame with manual annotation

<table>
<thead>
<tr>
<th>corpus_file</th>
<th>construction</th>
<th>text genre</th>
<th>match</th>
<th>adjective</th>
<th>semantic class</th>
</tr>
</thead>
<tbody>
<tr>
<td>K1J.xml</td>
<td>predeterminer</td>
<td>W news script</td>
<td>quite a hot shot</td>
<td>hot</td>
<td>value_positive</td>
</tr>
<tr>
<td>G2W.xml</td>
<td>preadjectival</td>
<td>W pop lore</td>
<td>a rather hot seller</td>
<td>hot</td>
<td>value_positive</td>
</tr>
<tr>
<td>KRT.xml</td>
<td>preadjectival</td>
<td>S brdcast news</td>
<td>a quite clear position</td>
<td>clear</td>
<td>clearness</td>
</tr>
<tr>
<td>J0V.xml</td>
<td>predeterminer</td>
<td>W ac:humanities arts</td>
<td>quite a clear understanding</td>
<td>clear</td>
<td>clearness</td>
</tr>
<tr>
<td>CHE.xml</td>
<td>predeterminer</td>
<td>W biography</td>
<td>quite a clear view</td>
<td>clear</td>
<td>clearness</td>
</tr>
<tr>
<td>FEV.xml</td>
<td>predeterminer</td>
<td>W nonAc: nat science</td>
<td>quite a clear picture</td>
<td>clear</td>
<td>clearness</td>
</tr>
<tr>
<td>EWR.xml</td>
<td>preadjectival</td>
<td>W nonAc: polit law edu</td>
<td>a quite clear line</td>
<td>clear</td>
<td>clearness</td>
</tr>
<tr>
<td>CRK.xml</td>
<td>predeterminer</td>
<td>W religion</td>
<td>quite a clear stand</td>
<td>clear</td>
<td>clearness</td>
</tr>
<tr>
<td>HA7.xml</td>
<td>preadjectival</td>
<td>W fict prose</td>
<td>a rather clouded issue</td>
<td>clouded</td>
<td>unclerness</td>
</tr>
<tr>
<td>KPV.xml</td>
<td>predeterminer</td>
<td>S conv</td>
<td>quite a cold day</td>
<td>cold</td>
<td>temperature_cold</td>
</tr>
<tr>
<td>G3B.xml</td>
<td>preadjectival</td>
<td>W biography</td>
<td>a rather cold morning</td>
<td>cold</td>
<td>temperature_cold</td>
</tr>
<tr>
<td>AB5.xml</td>
<td>preadjectival</td>
<td>W biography</td>
<td>a rather cold person</td>
<td>cold</td>
<td>value_desirability</td>
</tr>
<tr>
<td>CDB.xml</td>
<td>predeterminer</td>
<td>W fict prose</td>
<td>rather a cold note</td>
<td>cold</td>
<td>psych_stim_bad</td>
</tr>
<tr>
<td>K23.xml</td>
<td>preadjectival</td>
<td>W news script</td>
<td>a rather colder winter</td>
<td>colder</td>
<td>temperature_cold</td>
</tr>
</tbody>
</table>
The main asset of manual annotation is that polysemous items are assigned one meaning per context. For example, *hot* in *quite a hot shot* is assigned the tag *value_positive* because it is used figuratively. The adjective qualifies a noun whose referent is talented or successful. The same adjective would be assigned the tag *temperature_hot* if it were used literally in *quite a hot summer*. The same human expertise distinguishes *clouded* in contexts where it means ‘unclear’ from contexts where it means ‘covered by clouds’.

To reduce the bias of a single annotator, the same table can be annotated by several researchers on the basis of a tagset that has been agreed upon beforehand. The annotation is then verified by means of Cohen’s $\kappa$ (Cohen 1960, 1968), which measures the degree of agreement between several annotators.[1]

One major limitation of manual annotation is that once a coding scheme has been chosen, it cannot be amended anymore. The annotator must therefore know the data perfectly before determining what tags should be used. Because of this, human annotation might be considered the gold standard.

However, manual annotation comes with limitations. First, it is a time-consuming and energy-intensive process. Therefore, the size of the dataset must be reasonable. This problem is all the more acute as large corpora are becoming the norm. When it was first published in the mid-1990s, the 100M-word BNC was considered a very large corpus (Burnard 2000). Compared to today’s 2.25B-word UKWAC corpus of English or Sketch Engine’s 13B-word enTenTen12 corpus, the BNC–XML is not so large anymore.

On the one hand, very large corpora are a good thing since they allow the linguist to investigate rare linguistic forms. One field in which size is critical is the study of productivity. As described by Baayen (2001), productivity measures rely on the idea that the number of hapax legomena of a given grammatical category correlates with the number of neologisms in that category, which in turn correlates with the productivity of the rule at work. Thus, lexical productivity is a factor of both a large number of low-frequency forms and a low number of high-frequency forms. In a productivity study, the corpus must be large enough to yield a minimal number of rare forms. Zeldes (2012) recommends that samples be obtained from very large corpora such as those compiled from the web (Baroni et al. 2009).

On the other hand, corpus linguists are well aware that very large corpora are difficult to handle. Any collection of texts generates some noise, i.e. unwanted data. This phenomenon is captured by the precision vs. recall trade-off. The precision of a corpus query is the proportion of relevant hits and the total number of returned occurrences. Recall is the proportion of relevant retrieved hits with respect to the total number of relevant hits in the corpus. Corpus linguists tend to maximize recall so as to avoid the unhappy situation when the query returns zero hit, which undermines precision. When precision is not optimal, the linguist has to filter the output manually. The larger the corpus and the broader the query, the larger the dataset and the more tedious the clean up. If the dataset is too large, its manual annotation becomes infeasible.

For this reason, not all corpus linguists are willing to embrace the age of “big data”. They rightly argue that the most important quality of a corpus is not its size but its sampling scheme. A good sampling scheme guarantees that the corpus is as representative and balanced as possible. A corpus is representative when it is faithful to the variability that characterizes the target language. It is balanced when the proportion of the sampled elements that make it representative corresponds to the proportion of the same elements in the target language. Depending

---

[1] For each type of tag, the score ranges from 0 to 1. A score of 0.4 or below is generally considered unsatisfactory, whereas a score of 0.6 or above is considered satisfactory. For more details on how Cohen’s $\kappa$ is used in the field of cognitive semantics, see Glynn (2010, 250). In Glynn’s study, the verb *bother* is annotated by means of four categories: affect, theme, agent, and cause.
Table 3: a sample data frame with USAS annotation

<table>
<thead>
<tr>
<th>corpus_file</th>
<th>construction</th>
<th>text_info</th>
<th>match</th>
<th>adjective</th>
<th>USAS tag</th>
<th>sem class</th>
</tr>
</thead>
<tbody>
<tr>
<td>K1J.xml</td>
<td>pre determiner</td>
<td>W news script</td>
<td>quite a hot shot</td>
<td>hot</td>
<td>O4.6+</td>
<td>Temperature_Hot_on_fire</td>
</tr>
<tr>
<td>G2W.xml</td>
<td>preadjectival</td>
<td>W pop lore</td>
<td>a rather hot seller</td>
<td>hot</td>
<td>O4.6+</td>
<td>Temperature_Hot_on_fire</td>
</tr>
<tr>
<td>KRT.xml</td>
<td>preadjectival</td>
<td>S broadcast news</td>
<td>a quite clear position</td>
<td>clear</td>
<td>A7+</td>
<td>Likely</td>
</tr>
<tr>
<td>J0V.xml</td>
<td>pre determiner</td>
<td>W ac: humanities arts</td>
<td>quite a clear understanding</td>
<td>clear</td>
<td>A7+</td>
<td>Likely</td>
</tr>
<tr>
<td>CHE.xml</td>
<td>pre determiner</td>
<td>W biography</td>
<td>quite a clear view</td>
<td>clear</td>
<td>A7+</td>
<td>Likely</td>
</tr>
<tr>
<td>FEX.xml</td>
<td>preadjectival</td>
<td>W nonAc: nat science</td>
<td>quite a clear picture</td>
<td>clear</td>
<td>A7+</td>
<td>Likely</td>
</tr>
<tr>
<td>EWR.xml</td>
<td>preadjectival</td>
<td>W nonAc: polit law edu</td>
<td>a quite clear line</td>
<td>clear</td>
<td>A7+</td>
<td>Likely</td>
</tr>
<tr>
<td>CRK.xml</td>
<td>pre determiner</td>
<td>W religion</td>
<td>quite a clear stand</td>
<td>clear</td>
<td>A7+</td>
<td>Likely</td>
</tr>
<tr>
<td>HA7.xml</td>
<td>preadjectival</td>
<td>W fict prose</td>
<td>a rather clouded issue</td>
<td>clouded</td>
<td>O4.3</td>
<td>Colour_and_colour_patterns</td>
</tr>
<tr>
<td>KPV.xml</td>
<td>pre determiner</td>
<td>S conv</td>
<td>quite a cold day</td>
<td>cold</td>
<td>O4.6-</td>
<td>Temperature_Cold</td>
</tr>
<tr>
<td>G3B.xml</td>
<td>preadjectival</td>
<td>W biography</td>
<td>a rather cold morning</td>
<td>cold</td>
<td>B2-</td>
<td>Disease</td>
</tr>
<tr>
<td>AB5.xml</td>
<td>preadjectival</td>
<td>W biography</td>
<td>a rather cold person</td>
<td>cold</td>
<td>O4.6-</td>
<td>Temperature_Cold</td>
</tr>
<tr>
<td>CDB.xml</td>
<td>preadjectival</td>
<td>W fict prose</td>
<td>rather a cold note</td>
<td>cold</td>
<td>O4.6-</td>
<td>Temperature_Cold</td>
</tr>
<tr>
<td>K23.xml</td>
<td>preadjectival</td>
<td>W news script</td>
<td>a rather colder winter</td>
<td>colder</td>
<td>O4.6–</td>
<td>Temperature_Cold</td>
</tr>
</tbody>
</table>

on the case study and the language investigated, using a smaller corpus is not a bad thing. For example, Hollmann and Siewierska (2007), and Boas and Schuchard (2012) show that, once compiled into a corpus, scarce resources can go a long way in the study of minority languages or dialects.

Those corpus linguists who cannot resist the appeal of very large corpora must find a way to handle datasets that are so large that manual cleaning becomes hardly feasible. One option consists in using a semantic tagger. In Table 3, the adjectives were tagged with the UCREL Semantic Analysis System (USAS), as described by Piao, Bianchi, Dayrell, D’Egidio, and Rayson (2015).

The list of adjectives in the dataset is matched against a dictionary where words are pre-assigned a specific tag. Each tag corresponds to a semantic category. The whole tagset is available at [http://ucrel.lancs.ac.uk/usas/](http://ucrel.lancs.ac.uk/usas/). This approach is both fast and automatic. Its main downside is that the tags do not take the specific context of the occurrence into account. Polysemous items are therefore assigned one general meaning, which is often at odds with the contextual specificities of the occurrence. This problem is visible in Table 3, where *hot* does not imply anything close to temperature or fire in *quite a hot shot*, or where *clouded* has little to do with color and color patterns. Note also that *cold* in *a rather cold morning* has been mistaken for a noun and has been assigned the tag *Disease* incorrectly. The price to pay for automatization is manual inspection and correction.

Ideally, semantic annotation should be indexed on context. Because meaning cannot be accessed in a straightforward fashion, it is generally inferred from word distributions. This is where distributional semantic models have a part to play.

### 3 Distributional Semantic Models

The idea that the meaning of a word can be inferred from its distribution is not new in linguistics. According to the distributional hypothesis, semantically similar words tend to have similar contextual distributions (Harris [1954]; Miller & Charles [1991]). Underlying the distributional hypothesis is the idea that ‘you shall know a word by the company it keeps” (Firth [1957], 179). The distributional hypothesis relies on a structuralist conception of meaning similarity. What it aims at is the meaning derived from positions in a text, not the kind of psycholinguistically realistic meaning that contemporary cognitive semantics is after. Compare (2) and (3):
We had a wonderful time in Paris.

We had a terrible time in Paris.

We had a wonderful dinner in Paris.

Wonderful and terrible have the same distribution but opposite meanings. Yet, these antonyms denote properties that belong to the broad field of appreciation (whether positive or negative). More problematic is the semantic relation that holds between time and dinner in (2) and (4), respectively. Critics of the hypothesis may argue that time and dinner have nothing in common. Defenders of the hypothesis will reply that they have similar meanings by virtue of their distributions: both belong to the broad class of nouns that allow for appreciative qualification. The distributional hypothesis may be based on a view of meaning that is too restrictive, it is nevertheless computationally viable.

Several implementations of the distributional hypothesis have been suggested at the level of computational modeling. These implementations are known as distributional semantic models (henceforth DSMs). Arguably, Latent Semantic Analysis (LSA) is one of the most popular DSMs (Deerwester, Dumais, Furnas, Landauer, & Harshman [1990], Schütze [1992]). LSA analyzes the links between documents by looking at the terms that these documents have in common. It consists in building a matrix whose lines correspond to the terms and whose columns correspond to the documents. The cells specify the number of terms contained in each document. How important a term is to a document is weighted by means of the TF–IDF (term-frequency – inverse document frequency) statistic. The matrix is then transformed into a series of relations between terms and concepts, and finally into a series of relations between concepts and documents. The links between the documents depend on the statistical properties of the terms that they contain.

The principle underlying DSMs is simple: the meaning of a word is computed from the distribution of its co-occurring neighbors. The words are generally represented as vectors, i.e. numeric arrays that keep track of the contexts in which target terms appear in the large training corpus. The vectors are proxies for meaning representations. DSMs are not new to those linguists who are familiar with NLP (Padó & Lapata [2007]). Vector space models of word co-occurrence have been applied to tasks such as synonymy detection, concept categorization, verb selectional preferences, argument alternations, etc. What is new is their dramatic improvements thanks to deep learning and neural networks.

Converting a corpus into lexical vectors involves three steps:

1. the corpus is split into words;
2. vector representations of words are learned;
3. a matrix of vectors is output.

Table 4 shows what a matrix of vectors looks like. Each adjective is described by a vector consisting of 300 numbers (i.e. 300 dimensions). To some extent, the vector can be considered as the digital fingerprint of a word type. If two words have similar vectors, this is because they have similar distributions. If we follow the distributional hypothesis, this means that the words have similar meanings. The quality of the vector representation is a function of the number of dimensions. Typically, these range from 50 to 1000. The more dimensions there are, the finer-grained the vector representation. A fine-grained vector representation means that the vector

---

2It is sampled from a matrix of vectors obtained with GloVe (see below) on the basis of the Common Crawl dataset.
keeps track of the contexts where the word appears. Note, however, that a very large number of dimensions makes it harder to spot similarities between words.

Table 4: A data frame augmented with word vectors (8 dimensions out of a total of 300)

| adjective | V1  | V2  | V3  | V4  | V5  | V6  | V7  | V8  | ...
|-----------|-----|-----|-----|-----|-----|-----|-----|-----|-----
| hot       | -0.39125 | -0.53925 | -0.117350 | 0.0913670 | 0.227630 | -0.369510 | -2.5946 | -0.30800 |
| clear     | -0.16065 | 0.019293 | 0.068165 | 0.0031946 | 0.127560 | 0.099395 | -3.2602 | 0.67777 |
| clouded   | -0.29590 | -0.454450 | -0.509670 | -0.7854500 | -0.186140 | 0.440430 | -1.0733 | 0.36048 |
| cold      | -0.51470 | -0.280980 | -0.251460 | -0.3151800 | 0.057145 | -0.237330 | -3.0243 | 0.19498 |
| colder    | -0.22718 | 0.389940 | -0.528260 | -0.2897200 | 0.155540 | 0.245550 | -1.7086 | 0.40310 |

Once a matrix of vectors is produced, the nearest neighbors to a given target word can be computed and projected on a three-dimensional plot. In Figure 1, the nearest neighbors of cloued (Figure 1a) and cold (Figure 1b) are selected on the basis of cosine similarity. Each figure focuses on one portion of the semantic space around the target word. Because semantic spaces are high-dimensional, four steps are required to reduce the number of dimensions and make three-dimensional plotting possible:

1. the nearest \( n \) words to the target are computed based on vector similarities;
2. all cosine values between the nearest neighbors as well as the original input are computed and stored in a matrix;
3. the cosine matrix is submitted to a principal component analysis;
4. the dimensions of the resulting matrix are reduced to three, so that a three-dimensional vector is assigned to each of the \( n \) neighbors and the target word.

These vectors can thus be used to generate coordinates for 3D plotting.

Whereas traditional approaches, such as LSA, are based on counts because the vectors are indexed on co-occurrence counts, more recent approaches are based on prediction (Baroni, Dinu, & Kruszewski 2014). Recently, two predictive DSMs have proved very successful in learning high-quality vector representations of words from large corpora: word2vec (Mikolov et al. 2013a; Mikolov et al. 2013c; Mikolov et al. 2013d) and GloVe (Pennington et al. 2014). Based on neural networks, they learn word embeddings that capture the semantics of words by incorporating both local and global corpus context, and account for homonymy and polysemy by learning multiple embeddings per word. Once trained on a very large corpus, these models produce distributed representations for words: each word type is represented as a dense vector. They are predictive because they hinge on supervised context prediction training. In other words, the vector is designed so that it is good at predicting other words appearing in its context. The neighboring words are also represented by vectors.

The first method, word2vec, hinges on two model architectures: CBOW and continuous skip-gram (Rong 2014). CBOW stands for ‘Continuous Bag of Words’. It predicts a word given its context. Continuous skip-gram does the reverse: it predicts a word context given the

---

3The cosine similarity between two vectors is a measure that calculates the cosine of the angle between them in the vector space. Cosine similarity ranges from \(-1\), in which case two words have opposite meanings, to 1, in which case two words have identical meanings. If cosine similarity is zero, this is because of a lack of semantic correlation.

4See also [https://code.google.com/archive/p/word2vec/](https://code.google.com/archive/p/word2vec/)
word itself. In the original project, \textit{word2vec} was trained by Tomas Mikolov and his team at Google on the 100B-word \textit{Google News} dataset. Because \textit{word2vec} is an unsupervised task, the quality of the training cannot be evaluated objectively. Radim Řehůřek has developed a web application to evaluate the training manually (http://rare-technologies.com/word2vec-tutorial/#app). The application consists of several analogy tasks, two of which are illustrated in Figure 2.

\begin{figure}[h]
\centering
\includegraphics[width=\textwidth]{analogies.png}
\caption{Analogies}
\end{figure}

\begin{table}[h]
\centering
\begin{tabular}{|c|c|c|}
\hline
France & is to & Paris
\hline
Korea & is to & Seoul
\hline
\end{tabular}
\caption{Similarity inference based on linear analogy}
\end{table}

\begin{table}[h]
\centering
\begin{tabular}{|c|}
\hline
kant descartes kardashian sartre
\hline
kardashian
\hline
\end{tabular}
\caption{Finding the odd one out}
\end{table}

\textit{GloVe} hinges on global log-bilinear regression models and a weighted least squares model training on global word–word co-occurrence counts. According to Pennington et al. (2014) this combination of models improves upon \textit{word2vec}:

Methods like skip-gram may do better on the analogy task, but they poorly utilize the statistics of the corpus since they train on separate local context windows instead of on global co-occurrence counts.

Accuracy evaluates how well the training model generalizes to unseen data based on specific tasks. \textit{GloVe} is claimed to require fewer dimensions to achieve greater accuracy over \textit{word2vec}, as shown in Table 5 adapted from Pennington et al. (2014).

On the basis of the above comparison, I chose to train \textit{GloVe} on two corpora:

- the 100M-word \textit{BNC–XML} corpus,
Table 5: A comparison of how CBOW, Skip-gram, and GloVe perform on analogy tasks

<table>
<thead>
<tr>
<th>model</th>
<th>dimensions</th>
<th>size in words</th>
<th>accuracy</th>
</tr>
</thead>
<tbody>
<tr>
<td>CBOW</td>
<td>1000</td>
<td>6B</td>
<td>63.7%</td>
</tr>
<tr>
<td>Skip-gram</td>
<td>1000</td>
<td>6B</td>
<td>65.6%</td>
</tr>
<tr>
<td>GloVe</td>
<td>300</td>
<td>42B</td>
<td>75%</td>
</tr>
</tbody>
</table>

Table 6: How GloVe performs depending on corpus size and dimensionality

<table>
<thead>
<tr>
<th>corpus</th>
<th>dimensions</th>
<th>semantic accuracy</th>
<th>syntactic accuracy</th>
<th>total accuracy</th>
</tr>
</thead>
<tbody>
<tr>
<td>BNC–XML</td>
<td>50</td>
<td>18.37%</td>
<td>34.40%</td>
<td>27.76%</td>
</tr>
<tr>
<td>BNC–XML</td>
<td>300</td>
<td>39.63%</td>
<td>48.13%</td>
<td>44.34%</td>
</tr>
<tr>
<td>GloWbE</td>
<td>300</td>
<td>52.83%</td>
<td>43.08%</td>
<td>47.47%</td>
</tr>
</tbody>
</table>

• the 1.9B-word Corpus of Global Web-Based English, henceforth GloWbE (Davies 2013).

To see to what extent dimensionality has an impact on training accuracy, I compared the accuracy scores when the training involved 50 dimensions for the BNC–XML and 300 dimensions for the BNC–XML and GloWbE. Table 6 displays the results.

Because greater accuracy is obtained with GloWbE than with the BNC–XML when the number of dimensions is identical, the size of the corpus matters. However, the gain is not remarkable (44.34% → 47.47%). The gain in accuracy is much more decisive when the number of dimensions is raised from 50 to 300 for the BNC–XML (27.76% → 44.43%).

Admittedly, the BNC–XML and GloWbE are quite small when compared to the size of the training corpora that are normally used in deep learning, which reflects in the relatively low accuracy scores. Large corpora are preferred when NLP engineers want to obtain semantic spaces that approximate the semantic knowledge of native speakers. The enormous size of the training databases is therefore a way of avoiding distributional bias. If the training corpus is too small, the vector representations will be biased because of the limited range of topics and also because of idiosyncrasies in the corpus. The larger the corpus, the more likely the words will be used in a variety of semantic and syntactic contexts. The scores in Table 6 reflect vector quality only with respect to an ideal semantic space. Corpus linguists are well aware that bias is both unavoidable and not necessarily a bad thing. We should therefore not take these scores at face value. In other words, just because semantic and/or syntactic accuracy is far below the desired 100% does not mean that the word-vector training is useless.

Table 7 lists the cosine distance between the adjective ironic and its neighboring vectors in the BNC–XML and GloWbE. With respect to the BNC–XML, cosine distance is compared at two levels of dimensionality: 50 and 300 dimensions.

With respect to the BNC–XML, we see that cosine-distance scores are higher when they are computed on the basis of a matrix of shorter, denser vectors (50-dimensional word embeddings whose values are non-zero). Denser vectors, i.e. vectors whose values are mostly non-zero, are considered better at capturing general similarities between synonyms because the gist of the semantic relation is not diluted in a myriad of contexts. Conversely, sparser vectors, i.e. vectors whose values are mostly equal to zero, are expected to capture finer-grained similarities between synonyms but have the disadvantage that they can ignore obvious relations such as between couch and sofa, or car and automobile. The difference does not show here because the
Table 7: Cosine distance between *ironic* and its neighboring vectors in the BNC–XML and GloWbE

<table>
<thead>
<tr>
<th>BNC–XML (50 dimensions) word</th>
<th>cosine distance</th>
<th>BNC–XML (300 dimensions) word</th>
<th>cosine distance</th>
<th>GloWbE (300 dimensions) word</th>
<th>cosine distance</th>
</tr>
</thead>
<tbody>
<tr>
<td>curious</td>
<td>0.775490</td>
<td>ironical</td>
<td>0.537345</td>
<td>surprising</td>
<td>0.558550</td>
</tr>
<tr>
<td>remark</td>
<td>0.772809</td>
<td>irony</td>
<td>0.532534</td>
<td>bizarre</td>
<td>0.540507</td>
</tr>
<tr>
<td>gesture</td>
<td>0.766789</td>
<td>remark</td>
<td>0.517328</td>
<td>somewhat</td>
<td>0.537542</td>
</tr>
<tr>
<td>ironical</td>
<td>0.751805</td>
<td>cynical</td>
<td>0.515127</td>
<td>twist</td>
<td>0.528551</td>
</tr>
<tr>
<td>irony</td>
<td>0.759441</td>
<td>wry</td>
<td>0.508895</td>
<td>embarrassing</td>
<td>0.526689</td>
</tr>
<tr>
<td>absurd</td>
<td>0.734588</td>
<td>humour</td>
<td>0.490868</td>
<td>irony</td>
<td>0.520878</td>
</tr>
<tr>
<td>reassuring</td>
<td>0.731953</td>
<td>somewhat</td>
<td>0.472568</td>
<td>absurd</td>
<td>0.512750</td>
</tr>
<tr>
<td>dismissive</td>
<td>0.730330</td>
<td>curious</td>
<td>0.466679</td>
<td>shocking</td>
<td>0.511472</td>
</tr>
<tr>
<td>cynical</td>
<td>0.727852</td>
<td>sad</td>
<td>0.462698</td>
<td>depressing</td>
<td>0.495893</td>
</tr>
<tr>
<td>poignant</td>
<td>0.726002</td>
<td>smile</td>
<td>0.462698</td>
<td>seems</td>
<td>0.494366</td>
</tr>
</tbody>
</table>

vectors are dense, regardless of whether they are 50- or 300-dimensional. If we compare the 300-dimensional vectors of the BNC–XML and those of GloWbE, the cosine-distance scores are slightly higher for the latter because of the difference in corpus size.

Regardless of the number of dimensions and the size of the corpus, the results make sense. The vast majority of nearest neighbors consists of adjectives that can be considered near synonyms of *ironic*: *curious*, *surprising*, *bizarre*. The vectors capture the two main meanings of *ironic*, namely the psychological attitude (*cynical*, *wry*, *ironical*, *depressing*) and the feeling of incongruity between what happens and what was expected to happen (*curious*, *absurd*, *surprising*, *bizarre*, *embarrassing*). The results also include collocates of *ironic* such as nouns, verbs, and adverbs: *ironic* + NP (remark, gesture, twist, humour, smile), VP + *ironic* (seem), and ADV + *ironic* (somewhat). The presence of collocates comes from the distributional nature of vectors: the syntagmatic proximity between words yields similar representations. The noun *irony* has a special status in the list. It is not a collocate of *ironic* and cannot be considered a near synonym because it belongs to a distinct paradigmatic class. The noun and the adjective have similar vectors because they occur in similar contexts, i.e. contexts involving a large portion of identical collocates.

On the whole, the performance of GloVe is encouraging, even when the corpus is relatively small. Relatively consistent semantic clusters and satisfactorily rich lexical relations are obtained. In the section below, I implement word vectors as a proxy for semantic annotation.

## 4 An exploratory annotation task

As mentioned above, word-vectors are commonly obtained from very large corpora. GloVe provides word-vector models that have been pre-trained on several datasets, the largest of which contains 42B word tokens, 1.9M word types and 300 dimensions| The default word2vec model is trained on a dataset that contains 100B word tokens. This tendency is based on a belief that is widely shared in the NLP community: if machine learning is performed on the largest possible corpus, bias ends up dissolving as all the syntactic and semantic possibilities are exhausted (see Common Crawl, [http://nlp.stanford.edu/data/glove.42B.300d.zip](http://nlp.stanford.edu/data/glove.42B.300d.zip)]}
above). This belief is largely shared in the NLP community. Following Zipf (1949), corpus linguists contend that even the largest collection of texts in a given language does not contain instances of all types in that language. In other words, bias is unavoidable. Most corpus linguists rightly claim that they do not aim to explain all of a language in every study and that the limits of their generalizations are the limitations of the corpus. Those limitations are interesting in themselves, and so is bias.

For the above reason, and also to benefit from the maximal cosine similarity observed in Table 1, I annotated the adjectives from Table 1 with 50-dimensional vectors obtained from the BNC-XML. The resulting table is high dimensional. To summarize it, it is necessary to reduce its dimensionality before we plot it on a two-dimensional plane. van der Maaten and Hinton (2008) have devised a dimensionality reduction technique known as t-Distributed Stochastic Neighbor Embedding (t-SNE). They claim that t-SNE dimensionality reduction is particularly well suited for the visualization of high-dimensional datasets. Figure A.1 in Section A is the graphic output of a Barnes-Hut implementation of t-SNE. Most adjectives cluster on the basis of the qualities that they denote, e.g. positive qualities (Figure 3a), negative qualities (Figure 3b), attitudes and psychological dispositions (Figure 3c), and physiological stimuli (Figure 3d). Because of the distributional nature of word vectors, proximities on the two-dimensional map make no distinction between synonyms and antonyms.

The interpretation of Figure A.1 is perhaps too daunting because of the accumulation of adjectives scattered across the Euclidean space. To facilitate interpretation, I partitioned the data points into clusters with k-means clustering. Figure A.2 (Section A) displays 10 clusters,
each of which has its own color. On the whole, the *k*-means clusters are consonant with the t-SNE clusters as evidenced by the presence of neat color groupings. There are some exceptions, however. For example, *junior* (top of Figure A.1 in red) belongs to the same *k*-means partition as *young(er)* (upper right corner of the plot) because it denotes an age-related quality. Its position on the two-dimensional map reveals one dimension that *k*-means clustering ignores: its distributional proximity with other adjectives such as *leading* or *major*.

To see how manual annotation correlates with both t-SNE and *k*-means clusterings, I over-plotted the semantic classes obtained from manual annotation, as shown in Figure A.3 (Section A). The semantic classes are scattered across the plot. For example, adjectives that denote a dimension or a position in time or in space are found in the left, upper left, lower, and rightmost parts of the plot. Because there are 59 semantic classes and only 10 *k*-means classes, we have no a priori reason to expect them to match. To explore the association between semantic and *k*-means classes, I ran a correspondence analysis, whose graphic output is displayed in Figure A.4. Interestingly, consistent clusters emerge. For example, negative qualities such as *dullness*, *discomfort*, *psych_stim_bad*, *physical_property_bad*, *value_undesirable*, etc. tend to cluster in the lower left corner of the plot along with *k*-means classes 1 and 4. Conversely, positive qualities such as *energy_good*, *psych_stim_good*, *soc_psych_prop_good*, *physical_property_good*, or *value_desirable* cluster in the upper left corner along with classes 6, 9, and 10. Neutral or ordinary properties tend to cluster in the upper right corner along with classes 5 and 8. Finally, modal properties are likely to be found in the lower right corner along with classes 2, 3, and 7. This means that vector-based *k*-means classes can be used as a proxy for semantic classes, providing that one is willing to forgo conceptual precision to the benefit of categories based on distributional coincidence.

![Figure 4](image_url)

**Figure 4:** A correspondence analysis plot showing the distribution of semantic classes (black) with respect to *k*-means classes (blue)

All in all, word-vector clusters and ‘manual’ semantic classes do not overlap neatly. This
is hardly surprising because the assignment of semantic classes is ‘supervised’ by definition, whereas vector-based machine learning is radically unsupervised. However, the above shows that they are globally compatible.

5 Discussion

State-of-the-art word-vector semantics is definitely promising. There are, however, several areas in which it has yet to improve. I briefly discuss two below.

5.1 The one-vector-per-word problem

One structural problem that corpus linguists need to address before benefiting fully from word vectors in semantic annotation task is the way that polysemy and homonymy are currently handled. WordNet 3.1 lists 21 possible meanings for hot such as “physical heat”, “characterized by violent and forceful activity or movement”, “bold and intense” (colors), “sexually excited”, “recently stolen”, “very popular or successful”, etc. It is indeed a very polysemous adjective. Typically, a vector matrix assigns one vector representation per word. All the meanings derived from the word distribution in the corpus are conflated into a single string of real numbers. In other words, if we are to annotate a dataset of adjectives, we are going to have to accept that the vector representation of hot is unique. Given that the vector keeps track of all the different contexts in which the adjective appears, and given that the senses of hot are somewhat related, corpus linguists may arguably accept that a polysemous word is given a unique word-vector representation.

A bigger issue arises with homonyms, i.e. words with identical form but several unrelated meanings such as bank (a financial institution vs. the slope beside a body of water). In this case, conflating unrelated meanings into a single vector makes little sense. It is hard to avoid this issue without making sure that the target word receives a specific annotation depending on the contexts where it appears, e.g. bank_1 for the financial institution and bank_2 for the slope, as shown in (5) and (6).

(5) The central bank_1 tried to stem the panic when it increased interest rates from 10.5 percent to 17 percent on Dec. 16. (The Washington Post)

(6) He stood on the muddy bank_2 at the side of the Mississippi and shrugged, looking at the faces around him. (Heather Graham, Deadly Night)

This preliminary supervised step requires that the different contexts be distinguished neatly from the start in the training corpus. However, it undermines one of the strongest selling points of word vectors: unsupervised learning.

5.2 Multiword expressions

Multiword expressions (henceforth MWEs) are strings of two or more lexemes that are idiosyncratic in some respect. They are challenging at both the detection and comprehension levels. The grammatical status of MWEs has been an issue at least since the “rules vs. the lexicon” debate (Rumelhart & McClelland [1986]; Langacker [1987]; Pinker & Prince [1988]; Pinker [1999]). Because rules capture all the regularities in language, MWEs should have no place in the grammar proper because they are lexical. Because the lexicon consists of words or morphemes, it does not include MWEs because they are phrasal. Jackendoff ([1997], chapter 7) advocates the
inclusion of “phrasal lexical items” (i.e. “lexical items larger than X$$^0$$”) in the lexicon. An alternative, although related, solution proposed by construction grammar approaches delegates MWEs to a “constructicon” (Goldberg 2006, 64). Grammar consists of a large inventory of constructions, varying in size and complexity, and ranging from morphemes to fully abstract phrasal patterns (Goldberg 2003).

Such complex strings are frequent. Sag, Baldwin, Bond, Copestake, and Flickinger (2002) estimate that 41% of the entries in WordNet 1.7 are MWEs. MWEs assume a wide range of forms such as:

- institutionalized phrases and clichés (love conquers all, no money down);
- idioms (kick the bucket, sweep under the rug);
- fixed phrases (by and large);
- compound nouns (black and white film, frequent-flyer program);
- verb-particle constructions (eat/look/write up);
- light-verb constructions (have a drink/*an eat, make/*do a mistake);
- named entities (San Francisco);
- lexical collocations (telephone box/booth/*cabin, emotional baggage/*luggage).

MWEs are easily mastered by native speakers. Yet, their linguistic status is still problematic and their detection and interpretation still pose a major challenge for NLP techniques.

Suppose you investigate quite and rather constructions. The typical solution is to treat the MWE as “words-with-spaces” and concatenate the words in the syntactic pattern in which they are found: e.g. quite_a/rather_a vs. a_quite/a_rather. Then, one determines the vector profile of the whole phrase. Although this might work for intensifiers, as well as institutionalized phrases, clichés, and fixed phrases, it will fail to detect the other types of MWEs satisfactorily for a wide variety of reasons, some being grammatical, others being referential (Sag et al. 2002).

Grammatical variation can be exemplified by the inflectional variation of idioms (kicking/kicked/will kick the bucket) or compound nouns (editor(s)-at-large), the reflexivity of some verbs like wet (wet myself/yourself/himself/herself/themselves/etc.), and the long-distance dependencies at work in verb-particle constructions (look up the Yeti is ambiguous between “move one’s gaze vertically over the Yeti” and “check the dictionary definition of the word Yeti”). Referential variation is witnessed at the level of named entities. A baseball team such as the Oakland A’s can be referred to as Oakland (which must be distinguished from the city) or the A’s (which must be distinguished from the letter of the alphabet).

Light-verb constructions pose a different kind of problem. They are characterized by erratic selectional preferences. For example, take is a light verb in the following contexts:

(7) You should take a shower.
(8) I need to take a nap/lie-down.
(9) Take a break.
(10) He has taken advantage of the situation.
(11) Take a look.
(12) Take a chance.
Take is a plain lexical verb in other contexts:
(13) Please, take a cookie/candy.
(14) I’ll take the first plane.
(15) I am going to take a coach.

In her study of the `<have + a + deverbal noun>` construction, Wierzbicka (1982) argues against its idiomaticity and for the existence of “strict semantic rules”. Specifically, Wierzbicka finds that the action profiled by the construction is “agentive, experiencer-oriented, antidurative, atelic, and reiterative” (p. 759). Because bite fulfills all these conditions and eat does not, the construction will select the former and not the latter. However, usage tells us that have an eat is attested, in certain contexts, especially when the social function of eat is foregrounded as in (16), or when the durativity of the process is cancelled by an adjective as in (17).

(16) Let’s have an eat out!
(17) I would go home and have a quick eat (...). (G. Eliot, Silas Marner)

Because usage is flexible, a dictionary of deverbal nouns cannot be used to detect light verbs accurately. In this specific case, the lexical proliferation problem dramatically skews the ratio towards recall to the detriment of precision.

Finally, MWEs are hard to detect because they often contain closed-class words. Such words are very frequent. To accommodate phrases in a vector-space model, Mikolov, Sutskever, Chen, Corrado, and Dean (2013b) propose a detection technique that consists in subsampling closed-class words such as determiners and prepositions, which easily occur millions of time in any large corpus. Such words are generally considered meaningless with respect to the less frequent open-class words. The problem with this subsampling technique is that it may discard the closed-class words that are often part of idiomatic constructions (e.g. at in congressman/editor at large, or the in kick the bucket). The inventory of detection issues regarding MWEs is vast, and certainly not exhausted here.

Once solved, other problems emerge in the field of vector-based MWE comprehension. Non-compositonality is foremost among them (Padó & Lapata 2007). Given red, which denotes a color, and tape, which denotes a long thin piece of cloth, paper, or plastic, it is unlikely that a machine will relate red tape to a needlessly time-consuming bureaucratic procedure, unless the machine has been instructed by the researcher to treat the two words as a single chunk. This is because red tape is non-compositional. Let $W_1$ and $W_2$ be the two lexical constituents (red and tape) of the nominal compound $N$ (red tape). The syntax-dependent composition function yielding a nominal compound, adapted from Mitchell and Lapata (2010) and Dinu and Baroni (2014), should be:

$$
\tilde{N} = f_{\text{comp}}(\tilde{w}_1, \tilde{w}_2),
$$

where $\tilde{w}_1$ and $\tilde{w}_2$ are the vector representations associated with $W_1$ and $W_2$. Dinu and Baroni (2014) and Mikolov et al. (2013b) have found that composition can be defined as the application of linear transformations to the two constituents by summing up their respective vectors:

$$
f_{\text{comp}}(\tilde{w}_1, \tilde{w}_2) = \tilde{w}_1 + \tilde{w}_2.
$$

This equation is but a baby step in the resolution of (non-)compositionality issues. Right now, compositionality is an open area of active research. It is a recurring topic of research for SIGLEX, the Special Interest Group on the Lexicon of the Association for Computational Linguistics. SIGLEX is the umbrella organization for SemEval (Semantic Evaluation), which is an ongoing series of evaluations of computational semantic analysis systems. Among the major
tasks in semantic evaluation, compositionality is part of word sense disambiguation. Interestingly, human performance is the gold standard to evaluate the performance of NLP systems in semantic evaluation. This suggests that, right now, exclusively unsupervised algorithms, however powerful, have some way to go before they outperform manual annotation.

6 Conclusion

As pointed out by Gries (2008), “corpus linguistics is all about distributional data”. In this regard, word vectors are a timely addition to the existing apparatus of techniques aimed at capturing similarities between words. Word vectors have important implications for solving semantic annotation issues. They suggest decisive opportunities for future research in corpus building, dataset compilation and, more generally, corpus-based semantics.

However, although it has made and is still making considerable progress, word-vectors semantics based on deep learning is still in its infancy. The chances are that, by the time this article is published, some limitations I have mentioned will have been addressed already.
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### A Appendix
Figure A.1: A cluster plot of adjectives based on 50-dimensional word vectors with Barnes–Hut–SNE
Figure A.2: A cluster plot of adjectives based on 50-dimensional word vectors with Barnes–Hut–SNE (with $k$-means clustering)
Figure A.3: A cluster plot of semantic classes based on 50-dimensional word vectors with Barnes–Hut–SNE