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Abstract 
Drawing on a two-year ethnographic study within several French administrations involved in open 
data programs, this article aims to investigate the conditions of the release of government data – 
the rawness of which open data policies require. This article describes two sets of phenomena. 
First, far from being taken for granted, open data emerge in administrations through a progressive 
process that entails uncertain collective inquiries and extraction work. Second, the opening 
process draws on a series of transformations, as data are modified to satisfy an important 
criterion of open data policies: the need for both  human and technical intelligibility. There are 
organizational consequences of these two points, which can notably lead to the visibilization or 
the invisibilization of data labor. Finally, the article invites us to reconsider the apparent 
contradiction between the process of data release and the existence of raw data. Echoing the 
vocabulary of one of the interviewees, the multiple operations can be seen as a ‘rawification’ 
process by which open government data are carefully generated. Such a notion notably helps to 
build a relational model of what counts as data and what counts as work.
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In 2013, leaders at the G8 summit in Lough Erne, Northern Ireland, signed a charter establishing 
open government data as the default practice within their administrations. Though the charter 
represents a rather weak commitment for the signatory countries, it is the temporary result of a 
gradual process in which government data has become fully-fledged political object. The flow of 
government data is now considered to be a main motor of transparency, innovation and even 
democracy. Indeed, open government data is at the center of numerous transparency policies 
around the world, and the general diffusion of government data has been established as a legal 
obligation in many countries. Thousands of web portals house vast and varied datasets – 
disseminated by governments, municipalities, institutions and some corporations – available for 
public consultation . Data covering extremely diverse subjects, including government spending, 1

the location and nature of bus stops, floods, road traffic accidents, trees’ location and healthcare, 
can be downloaded from there in various file formats. 


This hitherto unseen place of data in the public life of contemporary democracies has already 
received attention. Scholars from several different disciplines have sought to understand the 
technical, political and cognitive particularities of what some consider a data-driven transparency 
regime. Insofar as ‘content’ is concerned, critical studies of the knowledge produced by data, 
reputed to ‘speak for itself’, have been numerous. Following Scott (1998), certain scholars have 
insisted on the fact that transparency based exclusively on quantified phenomena shows a world 
that is static and largely schematic (Donovan, 2012). Because data are considered to be 
essentially objective (Birchall, 2014), they naturalize points of view and perform realities that 
minimize the plurality of information (Johnson, 2013). Some studies, particularly following Porter 
(1996), often questioned the apparent neutrality of calculating tools used in public and private 
organizations and, more generally, questioned the realism of accounting theories (Rose, 1991; 
Vollmer, 2009). For instance, Carruthers and Espeland (1991) on double-entry bookkeeping, or 
Miller and O’Leary (1987) on standard costing and budgeting theories, have shown that the 
scientific and technical features of accounting devices are always also political features. 
Quantified accounts perform a specific kind of reality, in which their conditions of production 
remain invisible and unquestionable.

From this perspective, open government data initiatives are criticized for their technological 
determinism. As Yu and Robinson (2012) and Morozov (2014) have shown, the open data 
movement was defined mostly by technical considerations, largely overlooking its own political 
dimensions. Most pleas for greater government data diffusion – and most open data policies 
themselves – are driven by a technological optimism that sees in data transparency a means that 
will mechanically produce broader and better accountability, and automatically empower citizens 
as a result. Yet the transparency that is performed through data has important consequences, 
notably in how privacy is defined and negotiated in modern democracies (Meijer, 2009). The focus 
on data installs a politics of immediation (Mazzarella, 2006) that dismisses most alternative means 
of disclosure (Birchall, 2014). This politics empowers, for the most part, the ‘already 
empowered’ (Gurstein, 2011; McClean, 2011), and dismisses the tacit knowledge that 
characterizes some poor groups’ claims (Raman, 2012).

These critical studies provide precious resources for questioning the general ambition of open 
data initiatives and for understanding their social and political consequences. Nevertheless, most 
of them remain at a level of general discussion and do not examine the concrete conditions 
surrounding data-driven transparency (Hansen and Flyverbom, 2014); we are largely in the dark 

 Since the launch of data.gov in 2008 and data.gov.uk in 2010, the model of open government data and data-1

driven transparency has been exported to other countries in the form of key-in-hand ‘packages’ (Birchall, 2015). 
At the writing of this article, according to the last edition of the Open Data Barometer (World Wide Web 
Foundation), more than 50 countries have implemented an open data policy.
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with regard to the situated practices by which data circulate (Mazzarella, 2006). To use Woolgar 
and Neyland’s (2013) terms, this Foucauldian vision of governance, mainly understood through its 
devices and theories, is missing a complementary look at the mundane governance of data. What 
does it take for data to be truly ‘open’? How do people work behind the scenes of open data 
online portals? And what happens to the data themselves? 


This article begins answering these questions by exploring the conditions under which a series of 
open data initiatives was carried out in France. We will draw on a two-year ethnographic study 
within several French administrations involved in open government data projects. During this 
period we made direct observations, conducted in-depth interviews and gathered numerous 
documents in two French city halls, two inter-communal structures (‘communautés de 
communes’), one local government (‘région’), two transportation carriers, and at Etalab, the open 
data taskforce of the French government. We also gathered public articles and content from 
participants in online discussions, different actors who played an important part in the emergence 
of the open government movement, from the Open Knowledge Foundation to Tim Berners-Lee 
and others. Even though the situations we observed and the documents we analyzed are 
sometimes very different, we will not make any comparisons here. Instead, we will foreground the 
shared issues that the people we observed and interviewed face. More specifically, this material 
will allow us to investigate an aspect of open government data that has been almost completely 
neglected until now: the insistence, if not obsession in open data policies, on the rawness of data. 
At the core of the main principles of open government data initiatives is a plea for making public 
not only data in general, but ‘unmodified’, ‘unadulterated’ data. But we do not know how such 
raw data are actually handled in administrations, or even if they exist as such.


We will first briefly discuss this focus on rawness and its implications, then we will foreground two 
points that characterize the process leading to the opening of data. We will first show that 
identifying data is a complex task. From the initial research phase to the extraction of specific 
files, data identification requires collective explorations, discussions, and a series of operations 
that turn indistinct pieces of information into data. We then show that this opening process also 
involves transformations that reveal an important aspect of open data policies, the need for a 
twofold – human and technical – intelligibility. Next, we address the organizational consequences 
of these operations. Indeed, open data operations affect not only data themselves, but also the 
ways in which work is distributed inside the administrations carrying these operations out. They 
make data labor more or less apparent, stabilizing a specific ecology of the visible and invisible 
(Star and Strauss, 1999). Finally, we return to the consequences that studying data labor may 
have on the very idea of ‘rawness’. Echoing the vocabulary of one of the people we interviewed, 
we conclude that data rawness on the one hand, and data labor on the other, should not be 
considered in contradiction. Rather, the multiple operations we discovered can be understood as 
a ‘rawification’ process through which open government data are carefully generated. 


‘We want raw data’ 

The second principle of the G8 charter identifies the kind of data the signatory governments agree 
to make publicly available:


Principle 2: Quality and Quantity 
… 
We will:  
• release high-quality open data that are timely, comprehensive, and accurate. To the extent possible, 
data will be in their original, unmodified form and at the finest level of granularity available (G8, 2013) 
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Unmodified data used by administrations have been of public interest only in recent years. The 
call for the diffusion of raw data was first formulated at the Sebastopol meeting in 2007, which 
laid down the foundations of open data. Among the principles laid out in the meeting’s wake, the 
second underlines the importance of accessing untreated data (‘primary’ data). The principle 
stipulated that data must be ‘primary: data are published as collected at the source, with the 
finest possible level of granularity, not in aggregate or modified forms’ (Open Government Data, 
2007). This principle was backed by Rufus Pollock, founder of the Open Knowledge Foundation, 
who in a 2007 blog post demanded: ‘Give us the data raw, give us the data now!’ These words 
were later coined as a motto by Tim Berners-Lee, the inventor of the World Wide Web, who 
famously incited his TED talk audience to shout ‘We want raw data!’


Such a plea for raw data, now an essential principle of open data policies, draws a very specific 
picture of government information. Above all, it poses data as a fully-fledged public informational 
entity. In the words of Berners-Lee, in the text of the G8 charter, or in the principles laid out after 
Sebastopol, data appear as a new entity emerging in the landscape of public information. The 
data being requested here are not the archived files whose release to the public has been a 
cornerstone of modern democracy since the French Revolution (Kafka, 2012), nor are they public 
statistics whose production and diffusion are already at the heart of contemporary 
governmentality (Desrosières, 1993). Even though there is no precise definition for the ‘data’ in 
open data, the word would seem rather to designate a separate kind of informational artifact, one 
that, in a way, precedes archives and statistics. Calls to open data do not act only as designators 
of previously ignored informational objects, but are also founded on the idea that most 
administrations contain large amounts of this kind of object, raw data that could potentially be 
communicated to people who might have a use for it. The widespread use of the ‘natural 
resource’ metaphor to describe government data bears witness to this idea. Administrations are 
‘sitting’ on a massive reserve of dormant data no less valuable than the ‘oil of the 18th 
century’ (Toonders, 2014). Moreover, this insistence on raw data suggests that making it available 
to the public is a relatively simple process. Given that no changes are permitted (no oil ‘refining’ is 
allowed), open data initiatives should involve a simple, almost mechanical operation by which 
data are made available to the public. This idea of a systematic opening of raw data shares its 
roots with anti-intellectual property movements, and with cybernetics and the open-source 
software community (Johns, 2009; Kelty, 2008; Turner, 2006). These roots may be summarized in 
the slogan, ‘information wants to be free.’ Not only are government data supposed to be 
omnipresent in administrations, but they should circulate naturally, free of obstacles and 
manipulations, so that they may be used in their original state by a wide variety of potential users.


These notions and assumptions recall certain well-known aspects of Science and Technology 
Studies (STS). Raw data has been dealt with in science for a long time; researchers have pointed 
to the ambiguity of the term, which appears almost oxymoronic when one considers the daily 
work necessary for any given dataset to move successfully from one field – or even one laboratory 
– to the next (Bowker, 2000; Gitelman, 2013). In reality, and despite more and more powerful 
infrastructures, data never circulate in a perfectly fluid fashion. For example, Edwards and 
colleagues have pointed to this in their analyses of data sharing and use in large scale, 
collaborative scientific projects, coining the notion of ‘data friction’ to describe the difficulties 
represented by data sharing and flow in scientific disciplines (Edwards, 1999; Edwards, 2010; 
Edwards et al., 2011). In his examinations of the case of climatology, Edwards uses the term to 
refer to the costs of reusing data produced in mixed technical and disciplinary settings. To supply 
models used to measure global warming, for example, scientists must gather records of and 
collected in a great variety of places and times. Such records have been collected for different 
reasons, using different methods, and reflect different geographical and institutional 
circumstances. Thus, gathering the data necessary to calculate the Earth’s climate is not a 
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transparent process that can be reduced to raw information flow. When data circulate, they 
invariably generate friction.


We are a far cry from an ideal, transparent circulation of data wherein ‘raw’ information would 
travel from one department to another, in and out of laboratories, without mediation.

	 What about government data, though? What kinds of operations are at stake in 
administrations? Certainly, we can identify similarities with scientific projects studied in 
information infrastructure studies, but there are also stark differences. It is not possible, for 
example, to clearly identify the intermediaries of open data circulation: When data are released 
through an open data program, a wide horizon of potential users emerges, but formal exchanges 
rarely exist. Another difference lies in the status of the data. In the sciences, the vocabulary used 
with regards to data is nearly self-evident, in the sense that people working in science are aware 
that they deal with ‘stuff’ called data. This is not the case in administrations, where discussion of 
data tends to be more difficult. Such difficulty translates to a rich terrain for information 
infrastructure studies. It offers the opportunity to investigate situations in which the circulation of 
data is problematic, and where the very definition of what data are, look like, or should be, is 
unstable. In other words, open government data policies are a fertile research area where the 
ontology of data is explicitly and sometimes difficultly enacted, in the sense of Woolgar and 
Neyland (2013). 


A generative exploration 

A first task in the process of opening government data consists in identifying which datasets to 
open. Early research projects examining the limits of open government data emphasized the 
delicate nature of data selection (Donovan, 2012; Johnson, 2013; McClean, 2011; Raman, 2012). 
This research showed that choosing data to open was a politically important process. The 
decision to open or to keep private certain government data provides the boundaries of 
transparency, focusing attention on or keeping hidden certain aspects of reality. But this political 
dimension of data identification, which posits open government data in a binary process between 
secret and transparency, between closure and disclosure, tends to reduce the identification phase 
to a selection process. In other words, it assumes the existence of clearly identifiable data and 
proceeds to examine the circumstances under which these data are sampled. The sampling 
phase is considered to be the core of the process by which transparency is shaped.

Another kind of identification takes place before, or in lieu of, sampling. Some may see it as too 
‘technical’, all the more so as it holds no clear political weight. However, we believe it is worth 
understanding this earlier step, in part because it is largely invisible. This invisibility reinforces the 
apparent ‘taken-for-grantedness’ of data. 


Identification 

In administrations, the important thing regarding data, most of or interlocutors told us, is that 
most people do not know they work with such things as ‘data’. In administration, people work 
with computers, manipulate texts, documents, numbers and tables, but most don’t consider that 
they handle data. This is notable because much of information with which they deal rarely takes 
the form of crystallized ‘products’, the shape and movements of which everyone is aware. 
Therefore, before even considering the data opening process, most of open data program 
managers need to ask a delicate question: ‘What, exactly, are the data we have?’ Identification in 
these cases is not a matter of sampling but of exploration, a crucial and complex operation that 
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cannot be reduced to a routine gathering of well-defined entities scattered in and around an 
organization.


In the majority of the cases we studied, the final – sometimes quite distant – goal of identification 
was to create an inventory that would gather data present in the organization. This inventory 
would be an exhaustive catalogue, including not only candidates for public release determined on 
the basis of feasibility and potential interest, but the entirety of the data created by the 
organization. As an open data project manager explained to us after one whole year of exploring 
the offices of an inter-communal structure requesting data, such an inventory would greatly help 
complete data identification once and for all.


Ideally … we want to have a full list of all the data produced by each department in each local 
government. … If we could have a full data directory, that would be … it’s far-fetched, but that would be 
great. And then, among the data, we’d identify the sets that could be opened, the sets that couldn’t 
because of restrictions, personal data, sensitive data, etc. (Project manager in an inter-communal 
structure) 

But this vision of an exhaustive identification of data is explicitly seen as utopian. In reality, teams 
working in administrations never come across ready-made data that can be sorted, counted and 
classified to produce a general catalogue. Data identification happens slowly throughout the 
course of exchanges with internal services. The process is progressive, revealing new routes and 
potential pathways as it goes on. After six months of data identification, this newly appointed 
open data project manager in a regional government describes the road to data as tortuous. Each 
meeting with an agent presents new paths to data that he could potentially open:


We work our way down to the smallest common denominator in order to really identify all the data. 
What’s wild is that after thirty meetings, each time I see them they name five more people that I have to 
meet with, and, so, all in all, it’s growing exponentially. (Open data project manager in a regional 
government).  

The ‘gathering’ of data consists of an uncertain inquiry during which data identification is 
progressively completed. Such an inquiry is a collective operation involving interactions with 
internal services. In the administrations we studied, these discussions and requests varied 
according to the situation: internal calls, direct requests for communication, open data team 
suggestions about important data, suggestions made by associations of local citizens or by 
programmers, etc.


When we started talking with them about open data, ideas of data sprung up from the services as well 
as from our side as we had already thought a bit about the question …. For example, when we met the 
office of services to the local population, we already knew what would be easy for them to open and 
that it would be interesting to have data regarding names of children born in the city. It is something that 
had already been done in other cities, so we knew it could be interesting to release the data there, too. 
We were also interested in data regarding elections, because this is something that the city possesses 
precisely, such as figures per poll station, etc. And this is something I think was not really done 
elsewhere. … So it is true that we came to them saying ‘this, this is what is truly interesting’ but it was 
overall an exchange. The same with service X, we came asking them, ‘what is possible for you to open 
initially?’ We went step by step because it was all quite complex. (Open data project manager in an 
inter-communal structure) 

Data inventory is therefore by no means mechanical. It draws on meetings, discussions and 
negotiations, which weave together various elements: sharing best practices with other 

�5



governments or cities – or, sometimes, standing out from the crowd with new datasets – the 
significance of certain data, technical difficulties or facilities related to data release and circulation, 
etc.


This process of progressive identification, and the collective inquiry on which it depends, shows 
that the identification of data constitutes a technical, organizational and political generative 
exploration. Data are not immediately workable discoveries made amidst a mass of other 
available information, and they cannot be selected based on simple criteria defined in advance; 
rather, information progressively becomes data, and open data, over the course of an internally 
driven inquiry via negotiations and often-conflicting ideas. The process assembles a perimeter of 
data that are not only established as open or openable, but also as ‘data’ in the first place.


Extraction 

Identifying the potential data to be opened does not mean that those in charge of an open data 
program can easily access them. ‘Grasping’ data is not a simple matter either, mostly because 
data remain contained in databases. Their ‘release’ requires them to be extracted from the 
software and interfaces that used to make them accessible and intelligible to their users. Indeed, 
relational databases provide dedicated interfaces, called ‘user views’ (Codd, 1970) that allow a 
variety of uses (Dagiral and Peerbaye, 2013), while preventing access to the physical organization 
of the data (Castelle, 2013). The users are dependent on these views, and database software is 
rarely equipped with an automatic extraction feature that would allow for gathering data 
independently of the software interface. Thus, after the exploration process dedicated to 
identifying administrations’ data, another exploration begins in order to extract the data from their 
database. To recover the data ‘themselves’, data managers must understand the means by which 
data have been organized and stored. They must go beyond visualization interfaces and down 
into the guts of hard drives, where the roots of databases lie. This is what a database manager in 
a transportation carrier explained in the very beginning of his interview: even in a company that 
explicitly deals with databases and clearly identified datasets, accessing and exporting data take 
efforts and ingenuity.


You have to understand that what’s complex is that, at the beginning most of the systems and software 
we bought here, they are absolutely not conceived for doing open data. So it’s complicated. We have to 
come up with these hacks, all sorts of things that allow us to bring out the data properly. (Database 
manager in a transportation carrier) 

Hence, in the vocabulary of relational databases, during the process of extraction, technicians 
strive to bypass the ‘user view’ to discover the ‘physical view’ of the database. Even if broad 
principles can be found in the way data are actually stored on hard drives, this physical view is 
always specific and extraction tools generally have to be custom-made. A database manager in 
an inter-communal structure highlighted this view when we met him, using a domestic metaphor 
to make us understand what extraction work is about. From one department to another, he 
encounters very different systems in which data are organized, sometimes in mysterious ways. He 
has to explore each of them in order to understand their rules and find a way to extract their 
‘content’. In his terms, even though the organization in which he works could be considered a 
home, each database resembles a personal closet or drawer he has to examine in order to build a 
specific tool capable of extracting the data it holds.
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You have to understand that nothing is universal in this stuff. The way you sort your data is like the way 
you sort your socks at home, everyone can sort them in a different manner. We all have the same 
drawer but we all sort them differently. (Database manager in an inter-communal structure) 

Customization is made more complex by the fact that heterogeneous databases and software 
often coexist within organizations. As well as multiple versions of the same software. In some 
cases, IT engineers face a veritable army of data-related devices.


Another problem … is that because each software is unique, the format and breakdown of the data is 
all different, so a method you used for one software won’t work for another, even if you try and cut 
down to the basics. The body of it is more or less the same, but the information isn’t going to be stored 
in the same way. So you need to redo an analysis for each new database. And there must be at least 
fifty different databases. So it’s an extremely long process to extract the data. At the town hall, we have 
data dating back about thirty years, which were stored at the time on big IBM systems which are 
different from Windows, which are different from Linux. We’ve got just about everything at the town hall. 
And so it becomes very complication to extract something specific from them. (Database manager in a 
town hall) 

The homemade explorations and hacks used to extract data provide an idea of the sociotechnical 
mass out of which the data must be pulled. Furthermore, this battle against software raises 
questions that are not only technical. Indeed, the explorations used to extract data influence 
relations between IT departments and their subcontractor service providers. 


The software is made by an American firm that has something like three clients in France and doesn’t 
really care too much about us. The software is completely opaque. What I mean is that our teams don’t 
really know what’s happening inside, they don’t know what the software does and what it’s used to 
produce. They can’t really get inside of it, either. They can’t, for example, directly access the database. 
They have to use a form that the service provider very nicely gives us. We could argue that the data is 
ours, but because there’s this software that’s kind of holding them back, they haven’t been able to do 
everything they wanted. For example, the gardens services wanted to put together a system where they 
could access the contents of the nursery in real time, see which plants were inside, and get all of the 
information about them, including about their growth. Are the plants ready to be planted, do they need 
more time? And we realized that it was complicated, because we can’t access the database and we 
can’t just go in there and look at what we want. And so, now we’re working with them to try and get 
around this program so that the gardens teams will be able to access the database in certain ways, but 
it’s not easy. (Open data project manager in an inter-communal structure) 

According to the terms of the contracts and depending on the good will of the subcontractors, 
access to data ‘themselves’ is more or less easy to obtain, and the homespun methods used to 
get there are more or less akin to misappropriations, or even breaches of contract. This point is 
essential in interrogating the idea that government data are like sleeping resources, which must 
only be ‘freed’ in order to be exploited. This vision of data as a ‘commodity’ (Ribes and Jackson, 
2013) seems to overlook not only the costs involved in extracting it but also the complications 
brought on by the business relationship between the software providers and the institutions they 
service. Indeed, these providers own the database paths and the storage systems of their 
databases: inaccessibility of data is thus at the core of their business model. 

For administrations, a large part of extraction work thus consists in regaining control of their data. 
This is another side of the generative exploration that grounds the opening process. To do this, 
they disarticulate the sociotechnical agencements that tie data to the private companies that 
provide the database software. This disarticulation reveals – from a very practical perspective – 
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the interwovenness of informational infrastructures. As Star and Ruhleder (1996) show, each 
infrastructure is laid upon another and interacts with others, such that any description claiming to 
isolate one must be challenged. The opening of government data touches briefly on an isolation 
of this type, but again, it is fleeting. Data are extracted and isolated from the databases that 
housed them and, until that moment, had made possible their basic access. When data are 
opened, though, they are moved and inscribed in a new agencement dedicated to their future 
release.


Transformations 

Though tasks closely linked to identification and extraction are crucial in the gradual generation of 
government data, they do not take datasets to the point where they can be published as open 
data. In following the implementation of various open data policies, we observed that data 
themselves were subject to manipulation. In the process of opening, data may be dramatically 
transformed. Schematically speaking, there are two categories of manipulations: cleaning of all 
kinds and interventions that are meant to enhance data intelligibility.


Cleaning 

Vocabulary around cleaning is used largely in the sciences, and cleaning operations have been 
studied in many research projects. For example, many scholars have analyzed the processes 
leading up to academic publications as an ongoing cleaning operation. Isolated and consolidated, 
‘clean’ scientific results are presented only after the messy conditions of their production have 
been erased (Gilbert, 1976; Knorr-Cetina, 1981; Latour and Woolgar, 1979; Law, 1986; Lynch, 
1982; Myers, 1988). A kind of cleaning is also at stake with data themselves, as researchers try to 
separate the errors and bias generally caused by instruments from the relevant traces (Latour and 
Woolgar, 1979; Lynch, 1985). Recently, the growing number of large-scale international and 
interdisciplinary projects have placed data exchange at the heart of science practices (Borgman, 
2012; Leonelli, 2012; Wouters and Reddy, 2001) and bringing data cleaning to a new level of 
importance (Zimmerman, 2008). For instance, as mentioned already, Edwards has shown that 
moving from one discipline to another (in his study, from meteorology to climatology) required 
specific cleaning operations (Edwards, 2010). Walford (2013) explores the complexity of these 
operations, drawing on an ethnographic study of scientific research carried out in the Amazon.


In the open government data projects we observed, cleaning had several dimensions. First, it was 
about identifying and correcting mistakes within datasets: values that are considered abnormal 
and ‘holes’ in files (blank values). Cleaning also meant harmonizing data; as we have seen, 
databases, and so datasets, sometimes appear in conflicting formats and versions within the 
same organization, used by departments that produce and deal with them in locally specific ways. 
Thus, entities that are otherwise identical can appear in the databases with different units and 
even different identifiers. As in the case for sharing scientific data on a large scale (Baker and 
Millerand, 2009), producing open datasets involves bridging these gaps and building coherence 
between differences and redundancies within multiple datasets. As an open data project manager 
explained to us, election datasets are, among others, particularly telling examples of such a 
process. When she opened the files she gathered in order to release ten years of elections data, 
she faced manifold tiny differences in how the spreadsheets were organized, in how categories 
and names were used, and so on. If each file were used independently, these differences wouldn’t 
be noticed. Put in a same open dataset, they became serious flaws. Dealing with such mundane 
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differences and bringing coherence into data from various times and spaces are crucial 
dimensions of the cleaning processes that open data projects draw on.


Typically, in the elections dataset, between the files from the previous elections and the old stuff (we 
went back to 2004), files were not presented the same way. It was very minor stuff but sometimes the 
column name was the name of the candidate or sometimes the name of the party or both, so I tried to 
harmonize all that, so that all the files look similar and are structured the same. (An open data project 
manager in an inter-communal structure) 

The resolution to release pristine data, free from mistakes or redundancies, is an important aspect 
of open data. Indeed, open government data policies literally challenge some data, which, if 
published as stood, would be perceived as poor in quality even though primary users within the 
administration have nothing to say against it. This is a widely discussed issue in STS and beyond 
among scholars who study ‘bad records’ (Garfinkel and Bittner, 1967) and ‘false 
numbers’ (Lampland, 2010). In organizations, data are used daily in very specific settings and for 
very specific concerns. As  ’business data’, they are not accurate, true, or high-quality in and of 
themselves. In their day-to-day uses, what others would call the low degree of their precision, or 
their lack of harmonization, have no impact on their efficiency. Sometimes, even the opposite is 
true. There are many ‘good organizational reasons’, in the words of Garfinkel and Bittner, for this 
kind of data to persist, and above all to be considered efficient, because accuracy and even 
‘truth’ are always indexical. The data are grounded in the practices of those who manipulate and 
mobilize them. In the migration of data from one setting to another, issues that were irrelevant in 
the initial context of use become central. Absences that were never noticed turn into negligence. 
Approximations or duplicates without importance become mistakes or redundancies. Cleaning 
and transforming data are thus among the prices to be paid in order to successfully transport data 
from one setting to another, and in order to avoid perceptions of ‘false’ or ‘bad’ data.

The idea of cleaning also emphasizes an essential aspect of open data. Cleaning is a first step in 
the generation of data that ultimately will be not only unstained, but also generic and universal. 
These data have to be available for virtually any use. Such a quest for universal usability is not a 
straightforward journey. It is actually an important feature of a more general requirement, which is 
at the heart of even more radical transformations: data intelligibility.


The two horizons of data intelligibility 

The intelligibility of data is at the core of many texts aimed at guiding open data policies 
throughout the world. The G8 charter we cited earlier is an example; intelligibility is key to its 
second principle.


• ensure that information in the data is written in clear, plain language, so that it can be understood by 
all … 

[Technical annex] Principle 2: Quality and Quantity 

6) We commit to releasing data that are both high in quality as well as high in quantity. When releasing 
data, we aim to do so in a way that helps people to use and understand them. (G8, 2013) 

Though it may seem obvious, perhaps even trivial, this requirement is far from self-evident. In fact, 
nearly all of the datasets we examined as part of our study failed to respond to this criteria before 
significant transformations were carried out. The data these sets contained were full of oddities, 
opaque terms and indecipherable acronyms.
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There is a way to improve data intelligibility without directly transforming data: producing 
metadata such as dictionaries, which facilitate data comprehension. However, as studies in 
information infrastructure studies have shown, producing metadata is not only expensive but is 
destined to remain incomplete (Baker and Bowker, 2007; Edwards, 2010). Metadata itself is not 
easily and universally intelligible, and where ‘data frictions’ are numerous, ‘metadata frictions’ are 
infinite (Edwards et al., 2011). Furthermore, the boundaries between data and metadata are never 
as clear and as solid as they first appear.


Besides metadata, intelligibility may be attained through direct manipulations and modifications of 
data. Certain terms are replaced by others, columns are switched around, and information may be 
deleted. The most common and glaring case is that of acronyms and abbreviations. Professional 
writing consists largely of shortened forms (Fraenkel, 1994). Organizations are replete with 
reduced forms of language, often made fun of by outsiders. In the data opening process, 
everyday acronyms and abbreviations are treated as gaps to be filled in. In transportation, and 
more generally in every service dealing with locations, maps and street names, this dimension of 
data opening represents a challenge. As a database manager explains, when it comes to 
shortened forms and acronyms, the process of opening data goes through an ‘unfolding’ work, 
through which words that were only understood by occupational communities become 
meaningful to everybody else:


Ninety percent of it is purely technical data, for example, with street names, instead of ‘Boulevard 
du Général de Gaulle’, you’re going to have ‘Bd GDG.’ Because the departments who use it to work 
on the schedules will know what that means. The average passenger has no idea what that means, 
though, and so we had to cross this data with others that spell out the full street names. (Database 
manager in a transportation carrier)


As in data cleaning, the main goal here is to make the shift from a specialized setting of meaning 
where words, acronyms and abbreviations have significance within a largely stabilized language 
economy, to a broader setting understood by a greater number. As one might suspect, this is no 
easy feat. Indeed, there is doubt, discussion, and a general sentiment that the process is never 
complete. All agree that it is impossible to produce data that is universally understood.

But the problem of intelligibility is not resolved through these interventions only. Bringing data to a 
broader setting is only one of the aspects involved in intelligibility. Open data advocates speak of 
another crucial dimension, a ‘principle’ that guides policy and is even used to evaluate it: the need 
to produce ‘machine-readable’ data. This is explicit in the G8 charter, the fifth principle of which 
requires ‘machine-readable’ data that allow automated processing, or in the principles published 
by the Sunlight Foundation in 2010, ‘information should be stored in widely used file formats that 
easily lend themselves to machine processing’ (Sunlight Foundation, 2010).


Open data thus must not only be intelligible to humans, but to machines as well. This is one of the 
prerequisites for the free flow of data and one of the central postulates of the plea for the release 
of raw data. Data is supposed to populate the computers in various departments and should be 
able to migrate nearly automatically to other computers without being changed. But, as we have 
seen with regard to extraction, things are not so simple. Data exist in various formats, more or 
less open, and more or less accessible. In addition, ‘machine-readable’ is a vague term. How is 
this requirement enforced? In the practices we observed, technical intelligibility was applied 
through the adoption of standard or shared formats (Goëta and Davies, 2016). And so it is only 
once data have been identified, extracted, cleaned and partly transformed that they may truly be 
considered ‘open’. The ‘simple’ formatting of a dataset is, however, never a straightforward 
operation. Formatting and reformatting are delicate processes that always have an effect on the 
data being dealt with.


�10



We will not go into great detail concerning formats. Formatting is a complex subject just now 
emerging in the field of open data (Goëta and David, 2016). Instead, we propose to focus on two 
cases in order to emphasize the consequences of even the slightest reformatting process: CSV 
and GTFS. 

In most of the situations we were able to examine, the targeted format was a basic one shared by 
many actors in the field, rather than a strict, complex format. This basic format, the .csv or 
‘comma separated values’, is considered readable by the greatest number of machines. The 
production of a .csv file is accessible to almost everyone, and it is possible in many software 
applications to create a spreadsheet in this format via the ‘save as’ or ‘export’ function. 
Nevertheless, this formatting operation is far from transparent. Carelessness could lead to 
permanent corruption of a dataset. As its name suggests, the .csv displays values that are 
separated by commas. No other information can be included. Exporting to this format thus 
‘flattens’ data that, as we have seen, exists on a daily basis in rich and varied forms. Some of the 
operations we have described are partially aimed at producing a .csv file. Cleaning, for example, 
aims not only to remove data that might be considered wrong or false for different reasons, but 
also removes empty fields or hidden rows. This kind of feature may have been intentional, 
adapted to a specific set of professional activities. Nevertheless, these empty fields and hidden 
rows are incompatible with .csv format. 


Other operations carried out in the name of formatting directly influence the documents used 
inside departments. Operations such as merging cells or using colors to create reference points in 
a table must be abandoned. This may have serious consequences. Such functions are invested in 
the informational and perceptive properties of the screen space. Research on distributed 
cognition has shown how useful they can be in accomplishing work (Hutchins, 1995; Norman, 
1991). Exporting to .csv requires that all spatial encoding of information (Kirsh, 1995) be done 
away with.


The case of General Transit Specification Format (GTFS) illustrates other transformations. GTFS is 
a format imposed by Google and certain partner agencies, and has quickly become a de facto 
standard for transport data. GTFS, which is now an open format, is based on a group of 
several .csv files contained in a compressed .zip file. Each dataset includes at least six fields 
describing the transport agencies that provide the data, the station stops, lines, projected daily 
routes for the whole network, and scheduled stop dates and times. The standard specifications 
define the content of each field (Fig. 1).


Fig. 1: Information about stops in GTFS files (excerpt) (Google, 2016) 

According to the practices and forms of agencies, adjustments are made in order to make the 
shift from a given dataset to a series of GTFS data. The format requires each station to have its 
own identification number. In some administrative services and transport agencies where a station 
might not have a specific use, an ID number might not have been given. In addition, sometimes ID 
numbers for the same station differ from one database to the next. During our study, we 
encountered a transport agency in which stations had different names depending on the 
department: The network map department used one set of names, where the bus scheduling 
department used another, yet only the interaction of both databases would provide the 
information necessary to build a GTFS file. Thus the databases had to be ‘corrected’ with uniform 
station names.


The exporting of a dataset to a format as basic as .csv, or to a more complex format such as 
GTFS reveals a new series of transformations that are added to the other operations we have 
described. Put together, these processes show there is no mechanical ‘opening’ of data (as if a 
kind of tap could be turned on and data would flow out) as much as a delicate manufacture of 
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informational artifacts that become open data. Moreover, these transformations rely on invisible 
work that appears to contradict totally the initial demands for unmodified, primary data. In the 
next two sections, we propose to discuss these points further. First, we examine some 
organizational consequences of data labor and its visibility or invisibility. Second, we show how 
the very idea of ‘rawness’ can be respecified when data labor is made more visible.


Organizational consequences 

The tasks we identified show that data are transformed during the opening process. But, as we 
will show, administrations also are transformed through these operations. This is true of 
identification. Creating an inventory is rarely seen as a single, isolated operation, but rather as the 
first step in a series of data flows, from the services in charge of producing the data and 
modifying them to those in charge of rendering them accessible to the public. An open data 
project manager in a local government explained that, in the future, data managers will master the 
ins and outs of open data so that the methods last and will not require systematic intervention in 
order to make adjustments:


We’re thinking about this, because for the moment we’re dealing with data basically at the end of the 
line. So the data is picked up somewhere, it gets transferred from service to service, and then we get it. 
We extract what we need and we publish it on the IT portal in its modified form. And we’re starting to 
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realize that we’re going to need to establish some basic data culture. (An open data project manager in 
a town hall) 

When data flows are established, specific types of data are identified. Also identified, though, are 
specific locations within the institutions and people in charge of the data and its flow. As with the 
identification of data itself, these organizational identifications are complex. There is no existing 
organizational chart, available to all, from which pathways for data flow could be easily 
determined. Furthermore, open data redistributes certain roles in the organization. New 
responsibilities are given. The more equipped the inventory is – that is, the more it is inscribed in 
stable technical infrastructures, even in workflow software – the more it solidifies and reinforces 
such organizational transformations.


Just as in collaborative scientific projects, improving data intelligibility requires that skills and 
positions in the division of labor be invented (Baker and Millerand, 2009). The production of 
metadata, the translation of idiosyncratic names and professional categories into more generic 
ones, and the harmonization of data identifiers are new tasks that must be introduced to the 
organization. Room for ‘data guys’ (Edwards, 2010) has to be made. But these operations and the 
issues they raise may have even more important consequences for the organization itself. In some 
administrations, some of the operations we have described coincided with organizational shifts 
beyond open data teams. Such reorganization is mainly oriented toward the reduction of 
downstream work on data, through its partial integration upstream. New kinds of collaboration 
were created, and new steps were created in the initial management of data: 


People don’t get that one of the side effects of open data is that in the process, our information system 
gets more reliable and our data improve in quality. And that’s crucial for being able to develop new 
information systems. [Open data] has a lot of effects we didn’t necessarily anticipate at the beginning 
….


Sometimes, it’s precisely what we were missing in terms of communication with other services. We 
realized, for example, when there was a station name change, the person in charge of making the 
change didn’t always make it known. The information wasn’t necessarily getting transmitted to the 
scheduling services. And that’s why, sometimes, the station name I had in my file didn’t match; it was 
because I hadn’t been told about the change. And so I identified the problems and told a few different 
people who put together an information process that said, ‘when I change a station name, I send a 
message to so-and-so’. There you go. It’s a little thing but in the past it was invisible and it wasn’t a big 
deal. The name of the stop didn’t really matter, what mattered was being able to come up with the 
schedule. (Database manager in a transportation carrier)


Integrating some of the transformations in upstream practices is generally presented as a means 
to modernize and rationalize administrations. But these reorganizations are not just a product of 
the new value attributed to data labor, which was previously invisible and is now part of an 
internal process. These reorganizations transform data labor and reverse the movements 
described earlier, integrating issues of data opening into activities that previously only used data 
on an ad hoc basis. Placing formatting or cleaning operations upstream amounts to forcing 
people to work with generic data considered as ‘good data’, meanwhile losing the indexical 
qualities of local and situated data. In other words, in this configuration, open data is not 
conceived of as the result of dedicated operations, but as a unique horizon common to each 
activity within a given administration, independent of the specificities of jobs and data, a horizon 
that should be internalized. This kind of inversion may generate situations like those Garfinkel and 
Bittner describe in their paper on ‘bad records’ (Garfinkel and Bittner, 1967), where tensions 
between barely compatible frameworks of meaning tend to interfere with professional practices. 
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Therefore, it seems that there are two main ways to take the generation of open data into 
consideration in these reorganizations. In the first one, data labor is acknowledged as a crucial 
part of the opening process, the cost of which represents an investment. This implies the creation 
of new positions and the redefinition of some others within the organization. In the second one, 
these operations are considered waste and everything is done to minimize their costs. These two 
directions drive different organizational consequences, but they also bear witness of two ways of 
understanding what data are. In the first one, the multiplicity of data and their formats is 
considered inevitable and the coexistence of different versions of data and datasets in the 
organization is nothing of which to be afraid or ashamed. Conversely, the second case draws on 
an essentialist definition of data, the generic property of which is seen as an asset. Here, open 
data programs are seized as occasions to fight idiosyncrasies, to cut the costs of data 
(re)generation, and to force each part of the organization to work with the same ‘open-ready’ data.


Rawification 

Let us return to data ‘themselves.’ How should we understand the processes of identification and 
extraction, and the transformations they undergo if we bring these operations to bear on open 
data advocates’ obsession with ‘unmodified’ data? What should we do with the idea of ‘raw data’ 
given what we have observed?

We may find a clue to answer these questions in the way our interviewees themselves deal with 
the issue. Though the operations were at times described as difficult, and though their invisibility, 
non-recognition and lack of means seemed distressing, discussion of them never led to a direct 
challenge of the notion of raw data. It is tempting to see in this apparent contradiction a conflict 
between the political and theoretical pretensions of diffusing unmodified data and the description 
of a series of operations, which aim precisely at modifying data in order to successfully release 
them. Yet, this would oversimplify what we saw in the previous pages. An open data project 
manager displayed a very interesting position regarding this seeming conflict when she explained 
in her own words what it meant to work on data. Instead of opposing her labor to the image of 
raw data as it should be, she presented it as the very condition under which raw data could exist, 
using the example of a file she had to modify before it could generate open data:


This Excel file, they [the agents] worked on it. I have to say that their process is a bit complicated. 
Basically, their software delivers figures and they annotate it in a file to establish their global statistics. 
So it really was their working document. However, that is not what we wanted. What we wanted are the 
rawest data, which is no comments, no charts, no formatting, really the day-to-day data, statistics. 
This was my job, I had to re… re-rawify [these data], actually, so the developers could more easily use 
them. (Open data project manager in an inter-communal structure)


Thus, if we take what this manager says seriously, opening data implies rawifying them. Following 
this lead, we think, can help challenge how social sciences and notably STS traditionally 
apprehend raw data.


In the same way that STS has developed a solid critique of the distinction between science and 
‘bricolage’ (Latour, 1993a), the field has also strongly challenged the opposition, borrowed from 
Lévi-Strauss, between the ‘raw’ and the ‘cooked’. Lévi-Strauss (1983) uses this distinction as a 
means of separating ‘unsocial’ raw things from things that become social through cooking. Yet, 
early laboratory studies and large-scale historical studies have shown that scientific results are 
not ‘harvested’ passively, but are rather manufactured through a series of operations that 
progressively transform data into an academic account (Knorr-Cetina, 1981; Latour and Woolgar, 
1979; Shapin and Schaffer, 1985). Above all, there is no ‘raw’ ‘unsocial’ data, in the sense of Lévi-
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Strauss, before this production of scientific results (Bowker, 2000; Gitelman, 2013). Things are 
always entangled in the sociomaterial setting that ensures their observability, and cooking data 
involves dealing with several biases that show that what is treated as ‘raw’ is always already 
socialized.

In her study of the Brazilian Amazon, Walford examines the life of what scientists call raw data, 
which notably involves mistrust with regard to instruments used to ‘harvest’ data, as they leave 
traces of their presence that can pollute or stain data. Transforming raw data into data that can be 
shared involves thus removing the ‘artifacts’ that affect their meaning, and interfere with access to 
observed reality. The people who collect raw data, Walford shows, consider them as equivocal 
entities that need to be disambiguated (Walford, 2013). Hence, in such a configuration, data 
cleaning amounts to reducing data equivocity. 


There is an obvious link between such cleaning processes and open government data programs. 
Yet, there is an important difference. In sciences, the goal of data cleaning is to make the shift 
from raw, potentially biased and overly general data to certified data capable of moving from one 
setting or one discipline to another. Data cleaners narrow the signification of data and reduce ‘the 
extent of background noise … against which an apparently coherent signal can be 
presented’ (Latour and Woolgar, 1979: 37). Rawness here is a problem, and never, in this 
configuration, are the data manipulated and transformed to become raw. On the contrary, the 
production of scientific results and/or the sharing of datasets requires the technicians and 
researchers to de-rawify the data, in order to sharpen their meaning and frame their uses.


In open data programs, the process is reversed. Data destined for public use have already had a 
long social life. Such data do not appear, new and rough, as the simple product of generative 
instruments, since they have already been in use. These data are already inscribed in 
sociotechnical agencements that stabilize them and anchor them to specific practices. They are, 
in a way, already sharpened, and regarding what their opening requires, they are considered too 
narrow. The tasks that are carried out in view of releasing data to the public thus do not aim to 
reduce the scope of these data by removing contextual and instrumental residues. On the 
contrary, the opening process occurs through disembedding data from previous sociotechnical 
agencements  and widening their possible uses. In progressively eliminating what renders data 2

‘business data’, data managers strive to transform information into intelligible, though ambiguous, 
plurivocal data, opened to new, unknown and uncontrolled kinds of treatment. In other terms, if in 
the sciences, raw data are narrowed and progressively transformed into universal results, the 
generation of open data involves the widening of situated results (working documents, business 
data…) into supposedly universal raw data.

Another stream of research, examining informational infrastructures, has focused on data 
accumulation and circulation in sciences (Borgman, 2012; Edwards et al., 2011; Leonelli, 2012; 
Strasser, 2011; Wouters and Reddy, 2001). These studies show that datasets that have been in 
use must be worked on before they can move from one discipline to another. Such work is crucial 
to reduce the ‘frictions’ that data flow inevitably generates (Edwards et al., 2011). Open 
government data programs are quite comparable to the situations that these scholars have 
studied. Sharing and disseminating data that have been used for activities dating back, in some 
cases, decades, requires numerous manipulations and transformations that ensure their 
intelligibility by future users with specific instruments and in the presence of new data.


 Yet, of course, it is important to recall that such a disembedding does not amount to freeing data that could 2

exist in and of themselves. The opening process involves a new sociotechnical agencement: as we showed, the 
generation of open data implies new forms of reduction and closing, specific formatting and other technical 
standardization procedures.
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Such operations occur outside strictly scientific settings. In his ethnography of the International 
Monetary Fund, Harper (1998) observed a similar type of dynamics in the context of officers’ 
missions. During informal discussions and institutional meetings, IMF officers select and gradually 
transform data given to them by representatives in the countries they visit. In so doing, they create 
trustworthy resources used to produce the economic calculations and political reports published 
by the IMF at the close of each mission. Harper showed that ‘moral transformations’ of figures are 
at stake in this process (p. 227). Some of the operations leading up to the opening of data are 
comparable to these transformations, except that in this case the moral order established is less 
about the accuracy and fairness of data than it is about data intelligibility and re-usability.


Focusing on data themselves (instead of their progressive mutation into scientific results), 
Edwards and Harper, among others, foreground the practical and political importance of data 
labor. This is also what considering rawification helps to do in the case of government data. The 
notion helps understand that, contrary to what many open data advocates and some scholars 
may assume, data are not already there, simply buried in the soil of administrations. Data have to 
be generated, and it takes work. A lot of different pieces of information have to be designated, 
picked out, isolated, manipulated, adjusted, etc. 

Thus, like sharing scientific data, opening government data implies sociotechnical costs. In the 
case of open data programs, these costs, and the data labor that goes with them, are specific. 
This is mostly due to the universalism that undergirds the notion of ‘opening’. In the sciences, the 
costs of sharing are essentially dedicated to the passage between social worlds (Bowker and 
Star, 1999; Edwards et al., 2011). The datasets in these cases are supposed to be used by more 
or less clearly identified groups. Sharing is built largely around negotiations between 
spokespersons, and the positioning and adaptation of data to the practices of future users 
(Millerand and Baker, 2010). In the case of open government data programs, such users are rarely 
clearly identified. In fact, their non-identification is generally considered a moral guarantee, a 
condition to avoid favoring certain communities over others or shaping data with regard to 
specific concerns rather than the general interest. In the data opening process, as in the 
production of some volunteered geographical information, users may thus be considered as 
‘parasites’ that should not be taken into account too specifically (Denis and Pontille, 2014). Costs 
of data opening come largely from this situation. It takes an important amount of data labor to 
generate universally intelligible data without a flesh-and-blood user. This is what rawification is all 
about: trying to (re)produce data that are not only free of any previous uses, but also of explicitly 
anticipated ones.

Therefore, instead of placing expectations for raw data on one side and the manipulations and 
transformations we witnessed during our ethnographical study on another, it seems more 
appropriate to consider how they connect with one another. Identification, extraction, cleaning 
and the production of both human and technical intelligibility are interventions that do not counter 
the plea for raw data, but respond to it. 


Conclusions: Between obtenues and données, when are data? 

In this article, we have brought to light the conditions by which open government data policies are 
implemented. In particular, we sought to understand how the principles and guidelines that frame 
open data policies, which treat data as a natural resource that should flow freely as an 
‘unmodified’ entity, are translated into concrete actions. 


First, we showed that the existence of entities conceived of as ‘data’ is in itself problematic in 
certain organizations and departments. As such, the initial phases of open data policies resemble 

�16



collective inquiries more than harvests or exhaustive inventories. These inquiries end by 
identifying pieces of information that are designated as data. In addition, some data also require 
technical modifications in order to be extracted from the original database in which they are 
‘stuck’. These initial operations show that the preparatory phases and ‘backstage’ workings of 
data opening rely on a gradual, uncertain generation of data themselves.


Second, we examined the transformations that data undergo, once they have been identified and 
extracted, to prepare them for public diffusion. Not only are data cleaned, they are also modified 
to meet a twofold standard of intelligibility. On the one hand, they are transformed so that they 
may circulate from a setting of very specialized signification to a setting of near-universal 
meaning. On the other hand, data are meant to be technically intelligible, that is, ‘machine-
readable’. Data are therefore modified, adjusted and recalibrated in order to correspond to the 
norms that ensure such intelligibility. 

The operations described have organizational consequences. Transformations in the 
administrations where data opening takes place have been observed in some cases; in others, 
organizational transformations were expected to take place. At the heart of these transformations 
is the visibility or invisibility (Star and Strauss, 1999) of the work required to open data. 

Finally, in light of these operations and processes, we returned to the initial subject of the article: 
the insistence on releasing ‘raw data’. Drawing on a term used by one of our interviewees, we 
showed why it is interesting to consider the work that is performed on the data as different 
aspects of the same ‘rawification’ process. Instead of calling for an abandoning of the vocabulary 
of raw data, or openly criticizing it, we hold that it is appropriate to take rawification seriously, 
apprehending raw data not only as an oxymoron for social scientists (Bowker, 2000; Gitelman, 
2013), but also as a practical oxymoron with which open data managers have to deal every day. 
From this standpoint, raw data is not an illusion, but a complex and fragile thing to be 
manufactured. 


Beyond the idea of  ’rawness’, we think that such a pragmatic approach, which takes actors’ 
practices and vocabulary seriously, can help to reconsider the definition of ‘data’ itself. Indeed, 
bringing to the surface the invisible work that leads to the ‘rawification’ of data first invites us to 
return to Latour’s reflection on the French word données (data). Instead of speaking about 
données (given), Latour wrote, we should speak about obtenues (obtained) (Latour, 1993b: 188). 
This appears clearly in our investigations: data are outputs. But apprehending data as obtained-
data is just the first step in understanding fully the process of opening data. We must not throw 
the baby of data out with the water of the bath of their generation: We also need to comprehend 
what given-data encompasses.

In a recent paper, Rosenberg (2013) returns in detail to the links between data in the mathematical 
sense of the word and what is donné or given (that is, both what is already there, and the notion 
of given as a rhetorical postulate). The term ‘data’, he explains, was long used to speak of the 
substance at the base of analysis and calculation, and did not account for its representational 
qualities. Data, in this sense, are not direct linked to reality.


The term ‘data’ itself implied no ontological claim. In mathematics, theology, and every other realm in 
which the term was used, ‘data’ was something given by the conventions of argument. Whether these 
conventions were factual, counterfactual, or arbitrary had no bearing on the status of givens as data. 
(Rosenberg, 2013: 20) 

Studying open data practices from the inside, as we have done, stresses the importance 
of this aspect in that we have seen how difficult it is to obtain data ready for public 
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release. Of course, the carefully shaped data that data workers generate in the midst of 
the opening process may be considered an outcome, that is, obtenues. But these 
obtained-data are meant to transmute into given-data (données) for their future users: 
data that can be taken for granted. The numerous operations we described are the 
central features of the transactional process through which data are both obtained for 
some and given for others. Pushing the French word-play one step further, we could thus 
suggest that open data are akin to gifts (dons), carefully crafted informational artifacts 
offered up to the community.


We should not let our eyes glaze over, though. This gift is offered under very particular 
circumstances; circumstances which reveal the expectations of the recipients. The 
principles of open data, the formats used and the standards that progressively take place, 
along with the international instruments that evaluate open data policies throughout the 
world, are devices that help to define (though unstably and incompletely) what counts as 
data. These devices play a central, constraining role in the ‘ontological 
enactments’ (Smith, 1974; Woolgar and Neyland, 2013) of data. This is also the case of 
the countless position papers, articles and blog posts published by critics of released 
data; such critics are eager to dismiss data formats, quality, or content. For instance, the 
Open Knowledge Foundation has a project called ‘Bad Data’ and regularly publishes on 
its web site detailed criticisms of data sets.


The problem is the CSV is so messy only a human could use it! What specifically is wrong? 
• The first column is missing a heading (one guesses this should be ‘date’)? 
• Dates are not of a recognizable format instead being of form: ‘2006/2007 - 1’. One assumes this 
should be a month or similar (but its not entirely clear if these are months since 13 items in a year!) 
• Percentage sign written into percentage column 
• Large number of trailing blank rows and columns (Open Knowledge Foundation, 2013) 

Statements like this one draw boundaries between good and bad data, sometimes even 
explicitly designating what are and what are not data. Like international principles and 
technical standards, they help us understand that data are transactional artifacts that can 
never be defined as fixed objects, identified by an unchanging set of characteristics. They 
invite us to expand what Leonelli (2015) calls a ‘relational framework’ to non-scientific 
data, whose ability to provide evidence is not essential. To apprehend the transactional 
process we described in this paper, we propose to borrow Engeström’s vocabulary 
(1990), and ask, ‘When are data?’ instead of ‘What are data?’  In these terms, our 3

investigation shows that files, documents, numbers, texts and images only become data 
when they are able – in particular settings, under specific conditions, and meeting more or 
less negotiated and adjusted criteria – to be taken for granted by those who, after the 
transaction, become their users.


 Inspired by Activity Theory, Engeström takes the example of medical records in a chapter entitled ‘When is a 3

tool?’ to foreground the diversity of the way these records are apprehended in situation, and to describe ‘tools’ 
not as a predefined analytical category but as ‘transitional, fluid entities’ (Engeström, 1990: 189) the stabilization 
and collective recognition of which is never an easy matter and is always relational.
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Since such a relational framework takes into account the enacted ontologies of data, it 
allows us to understand that the ‘same’ informational artifact can be considered data or 
not, depending on the setting and the stakeholders (Borgman, 2015; Leonelli, 2015). For 
instance, what are documents for some people (Buckland, 1997) are data for others. 
Above all, highlighting the transactional relation foregrounds the importance of the 
situated conditions and criteria that establish what counts as data. The capacity to define 
and impose some of these dimensions is not held by all equally, and considerable power 
is conferred on those with such capacity. In the case of open government data policies, 
the early advocates, who came from the open source and free software communities 
(Kelty, 2008; Turner, 2006), gradually set down the main principles to which official texts 
now refer (Goëta, 2016). In assuming the genuine existence of raw data in 
administrations, calling for their fluid circulation, defining constraining criteria for their 
quality and requiring both human and technical intelligibility, these early advocates 
consolidated a disembodied ontology of data inspired by cybernetics (Blanchette, 2011). 
Simultaneously, they rendered the work dedicated to data generation and circulation 
invisible. They established a moral economy of work in which data labor is relegated to 
‘dirty work’ in the sense of Hughes (1958, 1962): a series of unworthy yet concrete tasks 
performed by actors kept knowingly unidentified, and who operate largely in the dark. 
Such a moral economy is certainly not the only possible, and the relational framework we 
adopt here invites to explore other settings and to discover the diversity of the possible 
relationships between what counts as data and what counts as work.
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