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Abstract

Forecast combination algorithms provide a robust solution to noisy data and
shifting process dynamics. However in practice, sophisticated combination
methods often fail to consistently outperform the simple mean combination.
This “forecast combination puzzle” limits the adoption of alternative com-
bination approaches and forecasting algorithms by policy-makers. Through
an adaptive machine learning algorithm designed for streaming data, this pa-
per proposes a novel time-varying forecast combination approach that retains
distribution-free guarantees in performance while automatically adapting com-
binations according to the performance of any selected combination approach
or forecaster. In particular, the proposed algorithm offers policy-makers the
ability to compute the worst-case loss with respect to the mean combination
ex-ante, while also guaranteeing that the combination performance is never
worse than this explicit guarantee. Theoretical bounds are reported with re-
spect to the relative mean squared forecast error. Out-of-sample empirical
performance is evaluated on the [56] seven-country dataset and the ECB Sur-
vey of Professional Forecasters.
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1. Introduction

Macroeconomic forecasts provide crucial inputs to decision-makers address-
ing monetary and fiscal policy issues. Forecast accuracy depends on a selected
model’s power to extract useful and meaningful information from available
macroeconomic time series as each observation is received. The nature of
macroeconomic time series limits forecasting models to a limited number of
noisy aggregated samples across varying economic conditions within an un-
stable forecasting environment. As parameters are normally estimated over
an interval of data, models generally suffer from misspecification, estimation
errors and inconsistency. Even in the case where parameters are estimated in a
“time-varying” manner, where parameters are estimated as new observations
arrive, models generally make such strong assumptions on the process that
their performance is inconsistent or unable to handle the real-time dynamics
underlying the process [56, [57].

Forecast combination methods introduced by [4] offer a simple solution to
these challenges. In particular, they often outperform forecasting approaches
that estimate parameters on noisy data, structural breaks, inconsistent pre-
dictors and changing environmental dynamics [59]. Unfortunately forecast
combination methods often fail to consistently outperform the mean combina-
tion over varying pools of forecasters and varying horizons. This paper offers
the first automatic procedure to manage this so-called “forecast combination
puzzle”. Accordingly, a large body of research has focused on the theoret-
ical and empirical development of complex forecast combination procedures
that aim to fully exploit the information content within a pool of forecasters.
However, empirical results in the literature demonstrate that existing forecast
combination approaches fail to consistently outperform the mean [see e.g 57,
for the case of output and inflation considered in this paper|. This negative
result is often referred to as the mean forecast combination puzzle.

Building on recent advances in the machine learning literature [in particular
51], this paper introduces the only automatic procedure to manage this puzzle.
First, we recast the forecast combination setting as a game of “prediction
with expert advice” [§]. Next, we adapt the general structure of the AB-
Prod algorithm [see 51] to automatically hedge performance against the mean
combination, inheriting its distribution-free performance guaranteesﬂ Finally,

I'Note that these distribution-free performance guarantees hold for any stochastic, non-
stationary, noisy, shifting or real-time process, enabling decision-makers to deploy this au-
tomated procedure in real-time environments without concern for the forecast combination
puzzle.



we refine the interpretation of the performance bound with explicit rates and
the ability to compute ex-ante the risk of underperformance to the mean.
Note that this is the only approach that guarantees the worst-case loss to the
mean combination ex-ante. We illustrate this contribution by demonstrating
a systematic real-time performance advantage against the mean in the Stock
and Watson [57] seven-country dataset on output and inflation and the ECB
survey of professional forecasters (SPF).

The paper proceeds as follows. In Section 2, we briefly review the relevant
forecast combination and machine learning literature. In Section 3, we propose
a theoretically guaranteed forecast combination approach that “hedges” per-
formance against the mean with synthetic results. In Section 4, we illustrate
the workings of these algorithms with synthetic data. In Section 5, we demon-
strate the real-time performance of our approach for the forecast of output
and inflation in the framework of Stock and Watson [57] and Euro-area SPF.
Section 6 concludes.

2. Literature Review

Real macroeconomic data is observed at an aggregate level and often com-
posed of a small sample of time series observations. Traditional least-squares
forecasters often fail to forecast such series due to the limited number of sam-
ples, noise and model misspecification [59} [19, 22}, [36]. Additionally, macroeco-
nomic models often depend on the configuration of shocks hitting the economy,
policy regimes and other institutional factors. This unstable real-world envi-
ronment results in inconsistent forecasters. Forecast combination approaches
offer a simple procedure for exploiting the information content of candidate
forecasters, while ignoring the need for explicit model selectionﬂ Generally,
forecast combination approaches compute linear preference weights up until
the most recent observation and fix the estimated parameters until some fixed
re-estimation interval. “Time-varying” combination algorithms update param-
eter estimates as each observation arrives. The method presented in this paper
subscribes to the later time-varying weights [see 59, for a recent survey].

Theoretical results from the literature demonstrate that gains achieved
through combination weights are caused by forecast model instability, where
increasing instability in individual forecasts results in a larger advantage (see
e.g. [36, 21, 13, 14, 16, 47, 59, 1]). Combination weights provide a robust
solution to small sample sizes, noise, regime shifts, model misspecification,

2This work deals with a finite pool of candidate forecasters. Other works address the
case of a very large to infinite pools of forecasters. See [24 25| [60]



diverse information sets, unstable forecasters and provide an efficient way to
improve forecasting performance by diversifying over a pool of forecasts (for
a survey, see [20, 43, 5], 12, 59, B9].). Practical successes in the forecast
combination literature include output and inflation [56], interest rates [35],
money supply [34], monetary policy [40], equity premiums [48], commodities
[9] and realized volatility [45].

Unfortunately, many proposed combination approaches unrealistically as-
sume a stationary, and often known, covariance structure [64, 49], relying on
asymptotic guarantees that ignore the estimation error resulting from noisy ag-
gregated data, small sample sizes and changing process dynamics [10]. Under
real-world conditions, such as in macroeconomic series, estimation convergence
guarantees from the theoretical literature fail and the divergence between em-
pirical and actual weights can be substantial [61]. In fact, [23] found that op-
timizing combination weights based on error minimization resulted in a gain
that is often overshadowed by estimation error. Accordingly, several recent
works have stressed the need for combination approaches that can deal with
real-world instabilities [see e.g 2], 20] 55, 46, 58] B]. Finally, theoretical results
prove that many of these methods fail to consistently outperform the simple
average.

The inability to consistently outperform the mean is referred to as the
“Forecast Combination Puzzle” and has been explained as the biased weighting
of “optimal” weights due to the low predictive content of candidate forecasts
[39]. This underperformance to the mean is further explained as the result
of finite sample bias, model misspecification, unobserved variables, noise and
changes in the underlying process [56], 57, 10, 54 (5, 11, B9]. Empirical and
theoretical results demonstrate no consistent advantage in alternative means
(geometric, trimmed, corrected) or the median over different horizons and en-
dogenous variables [57]. [59, B8] illustrate the specific conditions where the
relative gain from the true ex-post optimal weights over an unbiased mean
combination are negligible. With regard to out-of-sample performance, [39]
showed several simple cases where the mean combination approach even out-
performs a linear model set to the data generating process.

Given the inconsistent temporal dynamics of macroeconomic data, the un-
biased weights of the mean may not always provide the best performance.
Time-varying combination weights have demonstrated great potential in out-
performing the mean combination (See e.g. [44], B7, 4T], B3, 64, 4], 53, 50,
49, B, 59, [18]). Another problem cited in the literature is the restrictive na-
ture of forecasts based solely on the mean, median and mode over the pool
of forecasts [32]. One insight from [32, 28] is to forecast based on the distri-
bution over the pool of forecasts. These works demonstrate the advantage of
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learning a distribution of weights according to the time-varying performance
of the pool. Unfortunately, the statistical assumptions underlying many of
these time-varying approaches are often too restrictive for real data. In par-
ticular, many of these approaches assume a model on the temporal dynamics,
such as Markov switching [63], or a known or stationary covariance structure
[64, 1491 B33, 53, 41] or normality conditions on the residuals [see [T0]. This
results in inconsistent performance in real-time data environments. The ma-
chine learning literature on “prediction with expert advice” [see [§] exploits
the density of forecaster performance, while also providing worst-case perfor-
mance guarantees that make the least restrictive assumptions on the process
generating the target time series. In particular, [51] provides distribution-
free theoretical guarantees to both a benchmark algorithm B and alternate
algorithm A.

3. Theoretical Results

A large share of algorithms from the forecast combination literature focus
on determining optimal weights from a fixed interval of observations. In par-
ticular, these approaches assume that the optimal weights can be estimated
without any errors in estimation and that the in-sample fit is optimal for any
out-of-sample forecasting exercise. In practice, these approaches make strong
statistical assumptions to justify the in-sample estimation of linear combina-
tion weights w. Unfortunately, these procedures fail to consistently outperform
the unbiased mean combination, i.e. the forecast combination determined by
fixed uniform weights 1/k over each of the K forecasters. A natural approach
to manage this problem is to estimate time-varying combination weights wy
and exploit the distribution of performance observed over the K forecasters.
This paper introduces a novel combination algorithm that provides an ex-ante
characterization of risk, while automatically managing the forecast combina-
tion puzzle. In particular, once an acceptable level of worst-case performance
to the mean combination is set, the learning algorithm automatically manages
the relative mean-square forecast error of combination weights w; according
to the observed losses over the history of observations.

More formally, we consider a setting in which at a sequence of dates t =
1---T, a decision-maker has at his disposal K forecasts (91 tn, .., Uk.i+h) €
RE of the value at horizon h of a variable of interest. As observation of the
realized value y; of the variable arrives, a time-varying forecast combination
algorithm G learns convex decision weights w; in the K-dimensional simplex
S = {W S Rf : Zfil w; = 1} as a function of the past performance of



the forecaster | The decision-maker then determines a point forecast of the
variable of interest for the current period as follows.

1. Observe forecasts, 91 44, - - -, Urt+n and realization y;.
2. Update the vector of combination weights wy.
3. Compute a point forecast ;.5 = Zfil Wi Ui t+h-

In this paper, we focus on a class of algorithms inspired from the machine
learning literature [see[8] where time-varying decision weights w; are computed
according to the following steps:

1. Compute the quadratic loss for each forecaster i € K, l;; = (y: — gji,t)z.
2. Compute a score \;; for each forecaster i« € K, as a function of the losses
lis.
3. Compute the forecasting weights w; ; by normalizing the scores according
to: \
Wit = K—M,V’L c K.
Zizl )‘i,t
In the forecasting literature, the performance of such an algorithm, which

we denote by w is usually measured through the mean-square forecast error,
defined as:

T K
1
MSFE,, = T Z Z Wit nlitn, (1)

t=1 =1

It is also standard to compare the performance to a benchmark, usually
the simple AR model or a random walk. In line with our objective to address
the mean forecast combination puzzle, we rather measure performance rela-
tive to the mean combination, which has proven to be an incredibly difficult
comparator [see e.g.[59]. Hence we define the Relative Mean-Squared Forecast
Error (RMSFE) of a combination algorithm w as:

MSFE,,
RMSFE,, = —————.
MSFE,,
In the machine learning literature, performance is rather measured through
the notion of regret, which provides a cumulative measure of performance.
Namely, given the cumulative performance of a combination algorithm w

3This is in line with the bulk of the forecast combination literature [see 59] and the
“Prediction with Expert Advice” framework [see [§]



T K
LW,TZE E wi,t—l—hli,t—l—ha

t=1 i=1

The regret with respect to a forecaster i is then defined as
Rg (i) = Lgs — Lig,

where 7 stands for the algorithm that constantly puts full weight on the ith
forecaster.

Regret is usually measured with respect to the ex-post optimal choice in
hindsight, ¢* := arg min;c; L; 7 and an algorithm is said to be “learning” if
its cumulative regret grows linearly with respect toi* (note that the regret is
negative if the algorithm outperforms i*). In the following, we emphasize how
one can build on existing regret bounds for machine-learning algorithms to
construct a combination algorithm with guaranteed relative performance to
the mean in terms of RMSE.

Let us first recall that the definition of the exponentially weighted average
forecaster, or Hedge (see e.g. [29, 42, [62]8]), in which scores are exponentially
updates as:
>\it = )\i,t—l eXp(—T]lm_l),Vi € K, (2)

)

Hedge achieves an “optimal” O(y/T log K) regret to any forecaster i, in-
cluding the ex-post optimal choice i*, for all possible realization of the loss
sequence (See Theorem . This bound can not be improved by any exponen-
tially weighted forecaster [see 8, Theorem 2.2].

Theorem 1. [Theorem 2.6 in[8] For any finite horizon T, forecasters K and

8log K
T

) /T
7zHedge,T (Z) S 5 lOg K7

Now, in the context of macroeconomic forecasting, the best forecaster in
hindsight might not be an appropriate benchmark. Regime switches within
macroeconomic time series offer a simple justification for this point. Hence,
this paper aims to upper bound the worst-case regret with respect to the mean
combination forecaster, while also maintaining an optimal O(y/T log K ) bound

optimized learning rate n = the regret upper bound for Hedge satis-

fies,

against any forecaster 1.
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to a pool of alternative forecasters. A naive approach to achieve this objec-
tive is to run the Hedge algorithm over a pool of forecasters that includes
the mean combination forecaster. Unfortunately, given the exponential up-
dating mechanism within Hedge, the best we can hope to achieve is a uniform
O(v/Tlog K) upper bound to the pool [see 27]. Hedge’s uniform bound fails
to satisfy our objective.

In order to overcome this failure, one requires an analytic expression of the
regret bound that is specific to a forecaster. Such an analytic expression can
be obtained by replacing the exponential weight update of Hedge exp ux by
its linear approximation, 1 4+ pux. The resulting algorithm, usually referred to
as Prod, is then defined by the following update rule

)\i,t-f—l = )\i,t(l — nli,t)7Vi € K (3)

It provides an explicit characterization of the regret with respect to a fore-
caster as a function of its losses. Namely, one has:

Theorem 2. [Theorem 2.5 in (8] For any finite horizon T and learning rate
n € (0,1/2], Prod satisfies the following second-order regret bound,

a log K
7—\)/Proal,T(i) S n Z l?,t + )
t=1

U

for any forecaster i, and the following regret bound with optimized learning rate

_ log K
n= T 7

RProd,T(i) S 2/ T log K. (4)

Then, in order to obtain dual regret bounds, one with respect to a bench-
mark and the other with respect to the remaining forecasters, [27] introduce an
alternative normalization rule in Prod for the scores of the different forecasts.
The resulting algorithm D-Prod is defined over an extended set of K + 1
forecasters: the K original forecasts plus a fixed combination of these D. The
score of the benchmark is kept fixed while the score of the other forecasters
are updated as a function of their relative performance with respect to this of
the benchmark, namely as:

)\i,t+1 = )\i,t<1 — n(li,t — lpyt)), for i = 1, c. ,K.

This modified update results in two bounds. A O (x/TlogK + T log T>

log K
bound to the K experts and another constant regret bound to the fixed dis-
tribution D.



[51] extend this result by refining the algorithm to achieve optimal regret
bounds for “easy” and “hard” sequences simultaneously. In particular, they
modify the algorithm to bound performance in the “worst-case” through an
algorithm A and the “easy” case with an algorithm B, providing state-of-the-
art regret performance in both easy and hard loss sequences. In particular,
the score \g is fixed at initialization and the score for A is updated as,

A1 = A (T +n(lse — lag)), (5)

where the deviation is no longer taken with respect to a fixed distribution D,
but to B, and both A and B are combination algorithms mixing over the same
pool of forecasters. More precisely, AB-Prod is computed as follows:

Input:
e Combination algorithms A and B

e A history of observations for the target variable, in our case output or
inflation, up to the current time ¢, of length T'.

e Preference weight As € (0, 1) for the algorithm B.

Initialization:

[ J )\.A,O:l_)\B

e Learning rate 7 = min ( Ma %)

e Set so = (TODOAMI Rcomplete)

Repeat the following for each observation from time ¢t =0,...,7:
1. Compute combination weight s; = L.
At + A

Observe the target variable y;, and compute the loss [ 4, and lg;.
Compute the combination 1oss [ ag_prodr = Stlas + (1 — s¢)lB.
Compute the deviation 6y = lg; — L4

Update the Score Ag;11 = Aa(1+nd;)

Gt N

One the obtains the following performance guarantee:



Theorem 3 (cf. Theorem 1 in [51]). Let A be any algorithm, B be any bench-
mark and D be an upper bound on the benchmark losses Lgr. Then set-

ting weight \g € (0,1), Aa = 1 — A\g, Learning rate n = C\/; < %, where

—log(1 — \g) simultaneously guarantees,

RAB—PT‘Od,T(i) < Rar(i)+ 2CV/D,
for any forecaster i and,

R AB-Prodr() < Rur(i) +2log2,
against any assignment of the loss sequence.

With the proper tools, we now focus on our stated objective to design
an automatic approach to managing the forecast combination puzzle. First,
we would like an approach that allows us to insure that any forecast combi-
nation approach we select is protected from underperformance to the mean
combination p. Second, the approach must be fully adaptive and automatic
in managing its parameters after initialization and in real-time application.
This later point is critical for practical consideration of the algorithm within a
real-time policy-making environment. Third, the approach should stand up to
worst-case and unexpected changes in the process, such as during the financial
crisis. Finally, the approach must have a set of parameters that are easy to
interpret and a clear measurable metric characterizing the level of protection
it offers against the mean forecaster. Though the first three points can be
claimed through an adaptation of the AB-Prod algorithm, the later can not.

Here, we introduce the Au-Prod algorithm and present results with regard
to the RMSFE. More precisely, we set the mean combination forecaster p as
algorithm B to exploit the constant regret guarantee and select any alternative
combination algorithm as A, while running both p and A on a fixed pool of
forecasters. Given that the RMSFE is the standard performance metric in
the forecast combination literature [see [59], we express the regret bounds in
Theorem [3|in terms of the RMSFE. Further, we present the exact calculation
of the constants in the bound to provide an ex-ante computable measure of
this bound. Note that no other approach can provide such insight ex-ante.
This paper provides the only automatic approach to managing the forecast
combination puzzle with an explicit ex-ante calculation of the risk of any com-
bination approach against the mean. It is also the only work that manages
this risk without any assumption on the process, adaptively managing this risk
over any possible realization of the loss sequence. We consider this to be a
significant result.

10
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For any assignment of the loss sequence, the total expected loss of Apu-Prod
initialized with p preference weight A, € (0, 1), simultaneously satisfies,

Theorem 4. Let A be any forecast combination algorithm and X\, € (0,1) be

“logl=Aw) L s the

the preference weight for the mean. Then setting n = = 5

learning rate, simultaneously guarantees,
RMSFE 4, proq < RMSFE, + V2,

and,

log(A,)
RMSFE , prpq < 1- T—77M

against any assignment of the loss sequence.

The ability for Au-Prod to manage the performance of any combination
algorithm A depends on the setting for A\,. In particular, the second term
of the second bound in Theorem [} determines the hedging behaviour of Apu-
Prod. It’s clear from Figure [1| that setting A\, has less impact as additional
samples are available. Unfortunately, in the case of macroeconomic data, it
is often the case that the data is measured in Quarters or Months and this

11



T (Quarters) ‘ A+ /27 ;\f;

4 (1 Year) | A+262826 1.00019
8 (2 Years) A+ 1.85846 1.000135
12 (3 Years) | A+ 1.51742  1.00011

16 (4 Years) | A-+1.31413  1.000095

20 (5 Years) | A+ 1.17539  1.000085

40 (10 Years) | A+ 0.83113  1.000060
80 (20 Years) | A+ 0.587697 1.000043

Table 1: A conservative A, = 0.999. Note that the performance of Au-Prod is guaranteed
to be the minimum with respect to each row.

limits the ability to set a loose A,. At the level of 20 or more samples, we
see that the performance is quite even. To better understand this behaviour,
we construct a synthetic example with an increasing number of samples and
explore the behaviour of this term further. In particular, Tables [1| and
present the impact of a conservative preference A, = 0.999 and more flexible
preference of A\, = 0.90 along an increasing number of samples. Note that Ay-
Prod guarantees performance that is the minimum for each respective row. For
example, Table[I]clearly illustrates that a more conservative preference requires
many more samples (greater than 80 quarters or 20 years) or performance from
the selected forecast combination algorithm A that is extraordinarily strong
to be preferred. Conversely, we see in Table 2] that much less data is required
for an algorithm A to have a chance of receiving preference. It follows that the
performance requirements for A are also less stringent. In the next section,
synthetic Monte-Carlo results will be presented to evaluate this performance
further.

4. Synthetic Results

Ap-Prod offers an automatic approach to protecting a forecast combination
algorithm A against underperformance to the mean. This section presents two
scenarios that demonstrate this using synthetic loss sequences corresponding
to situations where A and p perform poorly. These scenarios are illustrated
by setting A to AdaHedge, an adaptive variant of Hedge introduced in [see
17]. The two scenarios consist of 1000 losses observed from two forecasters.
Losses are observed up until the current time step and have values in {0,1},,
i.e. each expert can be right or wrong. Each forecast combination is produced

12



T (Quarters) ‘ A++2n - ;—‘;7

4 (1 Year) A+ 15174 1.0347
8 (2 Years) | A+1.0730 1.0245
12 (3 Years) | A+0.8761 1.0200

16 (4 Years) | A+0.7587 1.0174

20 (5 Years) | A+0.678 1.0155

40 (10 Years) | A+ 0.4799 1.0110
80 (20 Years) | A+ 0.33931 1.0078

Table 2: A balanced A, = 0.90. Note that the performance of Ap-Prod is guaranteed to be
the minimum with respect to each row.

Mean AdaHedge Ap-Prod(AdaHedge)

Scenario 0 0.5 13.187577 0.507855
Scenario 1  248.5 2.250753 89.459579

Table 3: Regret

for the time step t + h. The regret and RMSFE performance are presented
for the mean forecast combination u, AdaHedge, and Apu-Prod with A set
to AdaHedge in Tables [3| and [4

In Scenario 1, the mean combination clearly outperforms AdaHedge (see
Tables I and 1II for the evolution in terms of regret and RMSFE). In fact, the
performance is such that it is impossible to beat the mean combination ap-
proach, especially while changing weights at each round in time. Accordingly,
AdaHedge is unable to exploit any additional information as new observa-
tions arrive, so it underperforms the mean. In contrast, Au-Prod quickly
recognizes the performance advantage of the mean combination approach as
new observations arrive, so it pays a slight Regret in “learning” this advantage
and shifts into the mean combination approach for safety.

In Scenario 2, the mean fails to demonstrate an explicit advantage and

Mean AdaHedge Ap-Prod(AdaHedge)

Scenario 0 1.0 1.025401 1.000016
Scenario 1 1.0 0.507009 0.681601

Table 4: Relative MSE

13
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Figure 2: The Spearman correlation distribution corresponding to the loss tuples.

AdaHedge is clearly outperforming. This performance advantage demon-
strates that there is clearly one forecaster loss sequence that dominates the
other. Ap-Prod(AdaHedge) recognizes this advantage as observations arrive
and shifts weights in each round to the alternative algorithm AdaHedge (see
tables I and II).

We perform a second exercise to evaluate the hedging performance of
Ap-Prod over a Monte-Carlo of synthetic losses. In particular, we gener-
ate 1,000,000 loss sequences for two forecasters, each of length 20 (equivalent
to b years), by drawing Random Bernoulli losses (ex. 00101000...) with a
parameterization that varies with the Monte-Carlo simulationﬁ The aim of
this setting is to investigate the performance of four forecast combination al-
gorithms together with their Au-Prod extensions in a conservative scenario,
where A\, = 0.999, and a more flexible scenario, where A\, = 0.90.

The following baseline algorithms are considered: AdaHedge, the time-
varying forecast combination approach of Bates-Granger (see Model 1 from
[59]), the Recent Best forecaster (which chooses the forecaster that performed
best last period) and the random forecaster (ie. choosing one of the forecasters
uniformly at random). The corresponding extensions are denoted by Au-

4The distribution of the Spearman correlations between the two forecasters over the
Monte-Carlo simulations is reported in

14



Prod(AdaHedge), Au-Prod(Bates-Granger), Ap-Prod(Recent Best) and Ap-
Prod(Random).

For all forecast combination algorithms considered, Apu-Prod demonstrates
its ability to offer a real-time hedge to the mean. This advantage is demon-
strated online and in multiple sequential out-of-sample evaluations. In partic-
ular, the maximum RMSFE for each baseline algorithm is notably greater than
1, while in the Au-Prod instantiation, the maximum RSME is slightly greater
than 1. In the latter case, the worst performance over all the algorithms is
1.0116. This corresponds to the ex-ante computable “cost” of using Au-Prod
in a real-time setting, which is bounded according to Section [3| Finally, note
that a very strong preference was set for pu, resulting in a strong restriction in
preferring A.

5. Empirical Results

In order to illustrate the empirical value of our approach, we compare the
performance of Au-Prod to a set of standard forecast combination algorithms
from the macro-economic and online learning literature in two independent
experiments and over multiple online out-of-sample evaluations. Once again,
note that the evaluations are performed online, so each forecast is made out-
of-sample. The first forecasting exercise aims to forecast output and inflation
using the seven-country dataset from [56]. The second forecasting exercise aims
to forecast the Euro-area growth-rate using data from the survey of professional
forecasters. The set of algorithms considered include:

e A set of basic combination methods: the mean forecaster (denoted by 1),
trimmed mean forecasters with o = 0.05 and o = 0.10 and the median
forecaster.

e Three benchmark time-varying combination methods: the AdaHedge
algorithm, which is a version of Hedge with adaptive learning rate, the
Bates Granger time-varying method 1 (BG) introduced in [59] and the
Recent Best forecaster, which selects the forecaster with the lowest loss
in the last round.

e The ex-post optimal forecaster, which can of course only be determined
ex-post but provides a useful benchmark.

e The random forecaster, which selects a single forecaster at random at
each round.

15
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Figure 3: RMSFE over synthetic loss sequences.
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e Three instantiations of Au-Prod are presented with A\g = 0.999, heavily
preferring .

— Ap-Prod(AdaHedge): A =AdaHedge
— Ap-Prod(Bates-Granger): A =the Bates-Granger method

— Ap-Prod(Recent Best): A =the Recent Best forecaster over the
previous round

Remark 1. Macroeconomic data, and most particularly the SPF, often has
missing values , resulting in missing losses that negatively bias otherwise well-
performing forecasters. The solution we adopt in the following is to impute
missing data with the mean, more precisely to lower-bound the performance of
the missing forecaster performance by this of the mean.

5.1. Seven country forecast combination dataset

The seven-country forecast combination dataset from [56], consists in 43
quarterly time series of macro-economic indicators available for seven different
countries: Canada, France, Germany, Italy, Japan, the United Kingdom and
United States. The time-series include asset prices, selected measures of real
economic activity and money stock from 1959 to 1999. Each of these time-
series is then used to produce independent forecasts of inflation and output
by estimating an autoregressive model with one exogenous variable (ARX).
These forecasts are then combined using our set of candidate algorithms with
a burn-in period of 8 quarters. This experiment is then repeated independently
for inflation and output for three different forecast horizons, h = 2,4 and 8
quarters.

Remark 2. The ARX forecasts are generated using observations up to time t
for each exogenous variable with the Python Statsmodels library [52]. Coeffi-
cients are estimated according to the Akaike information criterion (AIC) on up
to 4 lags, in accordance with the setting in [56], with ARX forecasts generated
using a Broyden-Fletcher-Goldfarb-Shanno solver and maximum likelihood es-
timation. Failed forecasts due to failed mazimum likelihood convergence are
replaced with the preceding forecast. Note that this results in ARX forecasts up
to each time step t and that forecasts of t + h, where h is the horizon, account
for an out-of-sample forecast in this setting. This process is repeated until the
end of the available data sequence.
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Average RMSFE Min RMSFE Max RMSFE

AdaHedge 1.006743 0.727263 1.424006
Recent Best 1.288761 0.395634 18.447350
Bates-Granger 1.026792 0.726393 1.247406
Median 0.975889 0.723440 1.102208
Trimmed Mean(alpha=0.05) 0.957247 0.719920 1.024449
Trimmed Mean(alpha=0.10) 1.663990 0.659524 3.803069
Ap-Prod(AdaHedge) 0.952805 0.718049 0.999840
Ap-Prod(Bates-Granger) 0.952807 0.718049 0.999842
Ap-Prod(Recent Best) 0.952835 0.718046 0.999843
Random Forecaster 1.051770 0.735312 1.353242
Ex-Post Optimal 0.798261 0.557397 0.974834

Table 5: Average, Minimum and Maximum Ratio to the mean of the Mean Square Forecast
Error over GDP, CPI, Horizons and Countries

Table [5| provides a summary of the main results (whose details are in the
appendix). The experiment clearly illustrates the performance advantage and
adaptive hedging capabilities of the Au-Prod meta structure in a real-time
forecast combination setting. The three Au-Prod algorithms outperform the
mean for every possible combination of indicator, country and horizon, i.e
the maximal RMSFE ratio is less than 1. In terms of average performance,
they outperform all but the ex-post optimal forecaster, which can only be
determined ex-post. Average performance is also better than all other al-
ternative time-varying combination algorithms (AdaHedge, Recent Best and
Bates-Granger). Moreover, these traditional forecast combination algorithms
do not systematically guarantee better performance than the mean. A detailed
analysis of the results presented in the appendix shows that Au-Prod outper-
forms AdaHedge, Recent Best and Bates-Granger almost systematically. This
suggests that Au-Prod manages, thanks to its meta-structure, to quickly rec-
ognize regime switches in the real-time data. It also demonstrates a preference
for A when there is a comparative advantage to the mean. Further, this also
demonstrates how well Ap-Prod hedges performance to the safety of the mean
when A fails in a real-time setting. Note again that the preference weight
A, defines how aggressively Au-Prod hedges the performance of A. Here, we
set this very aggressively to demonstrate a solution to the so-called forecast
combination puzzle. In cases where safety is not critical, one might prefer to
pay a larger cost to exploit any intermittent advantage provided by A.
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5.2. Survey of professional forecasters

The Euro-area Survey of Professional Forecasters has been conducted by
the European Central Bank at a quarterly frequency since the inception of
the European Monetary Union [see [0l [7, B0 for a detailed description]. There
are around 75 survey participants, who are experts affiliated with financial
and non-financial European institutions. The average number of respondents
per survey is 59. Each participantﬂ receives a survey of growth expectations
for 1 and 2 year rolling horizonsﬂ with one week to reply. Survey results are
published the following month. Further, the target forecast changes depending
on the specific criterion by which the GDP is measured. These experts are
asked to provide point forecasts for GDP and inflation at different horizons
(we focus on the 1-year rolling GDP forecast horizon). Their answers provide
a time-series of forecasts that are natural inputs for a forecast combination
approach.

Remark 3. The SPF suffers from a large number of missing values with less
than 60 respondents in average. We have considered two approaches to over-
come this issue: the reduction to a balanced panel, as is common in the SPF
literature (see e.g. [26 1, [31]), and imputation of the missing values through
the mean of available forecasts at the specific time step. Both approaches give
similar results. Due to these gaps and the frequency of mean imputations,
forecaster performance is expected to be close to the mean of existing forecasts.
Ay instantiations are set to A\, = 0.999.

5Note that the specific expert at each institution is not necessarily the same in each
survey and the data has many missing values.

6Note that the rolling horizons are set one and two years ahead of the latest period for
which the variable in question is observed when the survey is conducted and not one or two
years ahead of the survey date.
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Balanced Imputed

AdaHedge 0.969944  0.969086
Recent Best 0.810353 0.808181
Bates-Granger 1.021676 1.010879
Median 0.995093  0.995307

Trimmed Mean(alpha=0.05) 0.997080 0.996030
Trimmed Mean(alpha=0.10) 0.985286 1.006134

Ap-Prod(AdaHedge) 0.995106 0.995319
Ap-Prod(Bates-Granger) 0.995108 0.995316
Ap-Prod(RB) 0.995831  0.996091
Random Forecaster 0.969570 0.963621
Ex-Post Optimal 0.862678 0.860968

Table 6: SPF Data: Imputed and Balanced

Table [6] reports the performance of the forecast combination algorithms in
this setting. The three Au-Prod algorithms are close to or outperform the
mean combination forecast. The cost of protection is apparent in the gap
between the Ay instantiations and non-Ap forms of the algorithms. This is
most clear in the gap in performance between the Ap and non-Ap forms of the
Recent Best algorithm. Given the lack of structure in the data resulting from
gaps, changing forecasters and inconsistent forecast histories per forecaster,
the problem of “learning” is expected. In each case, the Ay instantiations
learn to prefer the safety and consistency of the mean. If a larger margin of
error was acceptable, one might consider reducing the weight A,,.

6. Discussion and Conclusions

This paper introduces the only algorithm that automatically manages the
forecast combination puzzle. The proposed algorithm adapts the structure of
the AB-Prod algorithm introduced in [51] to solve the novel problem of au-
tomatically managing the forecast combination puzzle within macroeconomic
forecasting. The result is the first distribution-free performance guarantees for
both the mean combination and any alternative combination.

With the second bound in Theorem [ the ex-ante risk of underperforming
the mean and suffering from the “forecast combination puzzle”, can now be
computed in advance and set according to the user’s preference. Not only
does this explicit bound provide protection against underperformance, it also
enables users to test new ideas and manage an acceptable risk ex-ante. The
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automatic algorithm proposed in this paper offers the first algorithmic mech-
anism for this level of ex-ante control in the forecast combination literature.
Further, it does so without making strong statistical assumptions on the gen-
erating process.
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China France  Germany Italy Japan UK US
AdaHedge 1.027692 0.917716  0.955901  1.089603  1.078820 1.043915 1.079786
Recent Best 0.887602 0.785163  0.813654 0.778690 0.775533  0.919000 1.515963
Bates-Granger 1.028942  0.926949  1.006539  1.109468  1.007305 1.023833  1.084799
Median 0.967980  0.850313 0.979326  1.003207 0.971819 0.974722  1.009402
Trimmed Mean(alpha=0.05) 0.977863 0.850787  0.979695 0.979157 0.935158 0.975582  0.994010
Trimmed Mean(alpha=0.10) 1.759095 2.099013  1.337272 2.456080 1.962812 1.796089  2.445601
AB-Prod(AdaHedge,u) 0.977713  0.854275  0.975541 0.975923  0.918655 0.974841  0.986960
AB-Prod(Bates-Granger,u) 0.977713  0.854276 0.975546  0.975925 0.918648 0.974839  0.986961
AB-Prod(Recent Best,u) 0.977699  0.854261  0.975526  0.975892  0.918625 0.974829  0.987004
Random Forecaster 1.023256  1.165608  1.032905 1.064479  1.193638 0.974331  1.034971
Ex-Post Optimal 0.903505  0.795443  0.788056  0.885872  0.774109  0.926796  0.965566

Table 7: CPI, Horizon = 2, Relative MSFE Results

China France  Germany Italy Japan UK UsS
AdaHedge 0.942731 1.008187  1.424006 1.084366 0.829337 1.013956  0.953742
Recent Best 0.898264 1.051995  1.587237 0.692809 0.663120 1.116999  0.931004
Bates-Granger 0.935480 1.002353  1.247406  1.092291  1.068171  1.002029  0.953713
Median 0.922007 1.005610  1.101678 1.089201 1.078190 0.962154  0.923201
Trimmed Mean(alpha=0.05) 0.915359 0.985940  1.018093 1.009618 1.024449 0.962236  0.919850
Trimmed Mean(alpha=0.10) 1.102148 1.435502  1.716145 1.705908 0.659524  1.430964  1.267201
AB-Prod(AdaHedge,u) 0.912228 0.975225  0.997529  0.997485 0.999730  0.966550 0.916113
AB-Prod(Bates-Granger,u) 0.912227 0.975224  0.997513  0.997486  0.999755  0.966549  0.916113
AB-Prod(Recent Best,u) 0.912223  0.975229  0.997543  0.997445 0.999709  0.966560 0.916111
Random Forecaster 0.955954  1.001357  1.306822 1.072049 0.968677  1.001748  0.955778
Ex-Post Optimal 0.865022  0.850251  0.764778  0.559406 0.557397  0.887923  0.799327

Table 8: RGDP, Horizon = 2, Relative MSFE Results

China France  Germany Italy Japan UK US
AdaHedge 0.987378  1.148972  0.962878  1.188571 0.915973  0.981786  1.148653
Recent Best 0.690108 0.725732  0.831245 0.651087 0.923325 0.719829  0.791346
Bates-Granger 1.048280 0.997643  0.983153  1.047659  1.053514  1.008424  1.126311
Median 0.989902 0.944505  0.931294 0.956771 0.985518  0.975252  1.020092
Trimmed Mean(alpha=0.05) 0.995129 0.932900 0.946988 0.938937 0.915762 0.971114  1.005232
Trimmed Mean(alpha=0.10) 1.914956 1.725628  1.623579  2.029354 3.803069 1.351599  2.776898
AB-Prod(AdaHedge,u) 0.990434 0.933375  0.946516  0.936971  0.894786  0.964997  0.996970
AB-Prod(Bates-Granger,u) 0.990440 0.933360  0.946518  0.936957 0.894800  0.964999  0.996968
AB-Prod(Recent Best,u) 0.990404 0.933333  0.946503  0.936917  0.894787  0.964970  0.996934
Random Forecaster 1.222143  0.910372  0.928015 1.211898  1.188929 1.015007  1.220682
Ex-Post Optimal 0.877543  0.835150  0.837161 0.753022 0.591105 0.762880  0.932993

Table 9: CPI, Horizon = 4, Relative MSFE Results

China France  Germany Italy Japan UK UsS
AdaHedge 0.892596  0.800332  1.099527 1.333724  0.987369  0.913697  0.938322
Recent Best 0.859455  0.809850  1.055864  18.447350 0.837273  0.987821  0.911919
Bates-Granger 0.885777  0.805800  1.174391 1.154563  1.048829  0.924879  0.955719
Median 0.868024  0.794325  1.004354 1.102208  1.053814  0.883106  0.923204
Trimmed Mean(alpha=0.05) 0.865283 0.790131  0.996797 0.995448  1.007904  0.888014  0.921476
Trimmed Mean(alpha=0.10) 1.143301 1.117660  1.744260 2.117454  1.233383 1.178624  1.339899
AB-Prod(AdaHedge,u) 0.863956  0.789163 0.997695 0.995876  0.999673  0.894583  0.921555
AB-Prod(Bates-Granger,u) 0.863955  0.789163  0.997703 0.995858  0.999679  0.894584  0.921557
AB-Prod(Recent Best,u) 0.863953  0.789164  0.997691 0.997647  0.999658  0.894590  0.921553
Random Forecaster 0.955566  0.949688  1.007614 1.353242  1.057964 0.931288  0.979254
Ex-Post Optimal 0.821905 0.755434  0.887838 0.616751  0.663060  0.836903  0.806403

Table 10: RGDP, Horizon = 4, Relative MSFE Results
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China France  Germany Italy Japan UK US
AdaHedge 0.799612  0.895583  0.919928 0.980815 0.956147  1.021483  0.896565
Recent Best 0.395634  0.568066  0.721221 0.621968 0.615896  0.879640 0.661627
Bates-Granger 1.044667  1.025635  1.007630 1.064509  1.102054 1.039898  1.076220
Median 1.006699  0.980125 0.967675  0.982552  1.008216  0.999470  1.033027
Trimmed Mean(alpha=0.05) 1.002034 0.968371  0.983280 0.973659 0.975715 0.997962 1.000458
Trimmed Mean(alpha=0.10)  1.244203 1.202384  1.312435 1.534758 2.803616 1.083087  1.388801
AB-Prod(AdaHedge,u) 0.990934  0.964579  0.980968 0.971414 0.966193  0.994973  0.997491
AB-Prod(Bates-Granger,u) 0.990959  0.964592 0.980977 0.971422  0.966207 0.994975  0.997509
AB-Prod(Recent Best,u) 0.990894  0.964546  0.980948 0.971378  0.966159  0.994959  0.997467
Random Forecaster 0.975942  1.214248  1.025708 1.107808 1.087838 1.115666  1.032259
Ex-Post Optimal 0.716703  0.816942  0.852993  0.846011 0.675670  0.857574  0.809316

Table 11: CPI, Horizon = 8, Relative MSFE Results

China France  Germany Italy Japan UK UsS
AdaHedge 0.940745 0.727263  1.151296  1.264624 1.027481 1.001673  0.950453
Recent Best 0.946763  0.704056  1.037182  1.088804 1.053447 1.106216 1.068228
Bates-Granger 0.964636  0.726393  1.179088  1.128691 1.048486  1.009904  1.003223
Median 0.961519  0.723440  0.991709 1.090088 1.050152  0.956663  0.964825
Trimmed Mean(alpha=0.05) 0.949375 0.719920  0.995852 0.999659  1.008941 0.964136  0.966100
Trimmed Mean(alpha=0.10) 0.939316 0.800743  1.591848 2.573644 0.783951 2.112149  2.243635
AB-Prod(AdaHedge,u) 0.945688  0.718049  0.999464  0.990341  0.999840 0.972429 0.970134
AB-Prod(Bates-Granger,u) 0.945690 0.718049  0.999467  0.990327 0.999842  0.972430 0.970139
AB-Prod(Recent Best,u) 0.945689  0.718046  0.999453  0.990323  0.999843  0.972440 0.970145
Random Forecaster 0.967656  0.735312  0.976700 1.249795 1.010907 1.014356  0.976907
Ex-Post Optimal 0.873424  0.668203  0.974834 0.638040 0.656253 0.936141  0.903260

Table 12:

RGDP, Horizon = 8, Relative MSFE Results
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