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Abstract

This article questions the empirical usefulness of leverage effects to describe the dynamics of equity returns. Relying on both in and out of sample tests we consistently find a weak contribution of leverage effects over the past 25 years of S&P 500 returns. The skewness in the conditional distribution of the returns’s time series model is found to explain most of the returns’ distribution’s asymmetry. This conclusion holds both at the index level and for 70% of the individual stocks constituents of the equity index.
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1 Introduction

An accurate description of the dynamics of stock index returns requires a mix between a time varying volatility structure and an asymmetric and fat-tailed distribution. That is the conclusion of a long stream of research papers published over the past decades. The time varying volatility structure accounts for the potential changes in the level of risk in financial markets when the conditional distribution deals with the rare occurrence of extreme events, usually seen as jumps. Such an approach turned out to be both successful when applied in continuous – as in Bates (1996)’s extension of Heston (1993)’s work – and in discrete time models – as in Christoffersen et al. (2006, 2010), Badescu et al. (2008), Chorro et al. (2010, 2012) or Guégan et al. (2013). The estimation of such models is a complex matter as components in the volatility structure and in the conditional distribution can impact the model implied density in a very similar way. The asymmetric past return to volatility feedback effect in discrete time models usually refereed to as ”leverage effect” can have a similar impact to that of the asymmetry in the returns’ conditional distribution. Building on a recursive numerical implementation of the maximum-likelihood estimation presented in the Section 2.6.3 of Chorro et
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al. (2016), this article aims at disentangling both effects and then assess which of the two explains the largest share of the returns on stocks’ skewness. Our focus here is on a dataset of returns on US stocks, the most commonly used dataset in financial econometrics empirical experiments. Our results suggest that leverage effects have actually been negligible over the past 25 years of returns history.

Leverage effects consist in an asymmetric reaction of volatility to past returns, volatility rising more rapidly when returns are negative than positive (see Aydemir et al., 2006). This stylized fact first highlighted in Black (1976) and Christie (1982) is usually explained in two ways: first, an increase in volatility should coincide with a higher expected return – as prices drop – when the price of risk is constant. Second, a drop in the price of a stock increases the underlying company’s financial leverage and the volatility of its stock increases as a response to this increase in the firm’s risk. Nevertheless, the lack of consensus around the rationale to leverage effect is important as illustrated by the various contributions of Schwert (1989), Campbell and Hentschel (1992), Duffee (1995), Bekaert and Wu (2000), Figlewski and Wang (2000), Wu (2001), Aydemir et al. (2006) and Bae et al. (2007). Regardless of the conclusions raised in each of these articles regarding the economic origin of the phenomenon, they unanimously acknowledged the empirical existence of leverage effects in individual stocks. Now, when aggregating these firm-specific phenomenon into equity indices, it is unsure whether the volatility feedback or the financial argument hold as idiosyncratic risk is getting diversified. Still, a significant number of articles maintain an asymmetric component in their modeling of volatility usually in order to generate time varying negative skewness. Examples of these contributions are Poon and Granger (2003), Awartani and Corradi (2005), Corsi and Reno (2012), Bandi and Reno (2012) and Hansen et al. (2012). In the continuous time literature, a similar case can be made out of various extensions of the Heston (1993)’s model where the leverage effect component is used to generate asymmetric implied volatility surfaces as extracted from option prices. Leverage effects probably turned out to be a useful component improving continuous and discrete time financial models’ ability to fit the observed distribution of returns (Awartani and Corradi, 2005) or to match the observed price of options on stock indices (Christoffersen and Jacobs, 2004) especially when the model’s conditional distribution is Gaussian and thus does not incorporate any asymmetry or fat tails. Alternatively, a properly selected conditional distribution can provide an interesting goodness-of-fit of the returns’ distribution as well (see e.g. Wang et al., 2001. Giot and Laurent (2004) and Curto et al., 2009), somewhat in a very comparable way to that of the leverage effect.

Thus, the theoretical economic reliability of leverage effects in the dynamics of returns on indices and the possibility to use alternative flexible distributions cast doubts on the necessity of a leverage component in conditional volatility structures. This article aims to provide a reliable measure of it using 25 years of S&P 500 returns. Following Badescu et al. (2008, 2011) and Chorro et al. (2010, 2012), we combine two classical asymmetric GARCH specifications used in the financial literature, namely, the Exponential GARCH (EGARCH) introduced by Nelson (1991) and the Asymmetric Power ARCH model (APARCH) of Ding et al. (1993), with two families of conditional distributions that are able to generate various levels of skewness and kurtosis: the Generalized Hyperbolic distribution as introduced by Barndorff-Nielsen (1977) and the mixture of two Gaussian distributions (see e.g. Behboodian, 1970). By Combining these two components we want to be able to disentangle the part of the skewness effectively coming from the leverage effect and the part coming from the left tail of the conditional distribution.

We both test the statistical significance of leverage in the dynamics of the S&P 500’s returns based on in- and out-of-sample approaches. Our conclusions unfold as follows: first, we find that leverage effects only account for 10 to 20 % of the returns’ total skewness, the rest of it being driven by the asymmetry of the conditional distribution. Second, by performing in-sample Hansen (1992)’s test, we consistently accept the hypothesis that the parameter driving the leverage effect in the asymmetric
GARCH models can be set to zero. Finally, we consistently find that leverage effects do not statistically improve the out-of-sample forecast accuracy of our time series models when using the Amisano and Giacomini (2007)’s test methodology when the conditional distribution is asymmetric. All results are stable when splitting the sample to check for the robustness of our findings. Hence, our results indicate that modeling the S&P 500’s returns through an asymmetric GARCH model is not statistically relevant as long as the conditional distribution is flexible enough to capture the behavior of the returns’ distribution’s tails. Finally, when testing for leverage effects on the components of the S&P 500 index, we find that 70% of stocks do not exhibit a statistically significant leverage effect parameter.

The article is organized as follows. Section 2 presents the models and the tests used to detect or not leverage effects. Section 3 details the empirical results. Section 4 concludes.

2 Methodology

In this section we present the models we used in the empirical part of this article and the Hansen’s test and the Amisano and Giacomini’s test.

2.1 Modeling S&P500 log-returns with asymmetric GARCH processes and non-Gaussian innovations

Let \((Y_t)_{t \in \{1, \ldots, T\}}\) be a sequence of random variables, defined on a probability space \((\Omega, \mathcal{A}, \mathbb{P})\), representing the daily log-returns of the S&P500 index that we model through a class of related GARCH(1,1) processes:

\[
Y_t = \sqrt{h_t} z_t, \quad z_0 = x \in \mathbb{R},
\]

\[
h_t = F_{\theta^V}(z_{t-1}, h_{t-1})
\]

where \((z_t)_{t \in \{1, \ldots, T\}}\) is a sequence of independent and identically distributed real random variables with a density \(d_{\theta^D}\) that depends on a set of parameters \(\theta^D\) and where \(F_{\theta^V}\) indexed by a set of parameters \(\theta^V\) models the volatility in the following way:

1. First using the Nelson (1991)’s EGARCH model

\[
\log(h_t) = \alpha_0 + \alpha_1 |z_{t-1}| + \gamma z_{t-1} + \beta_1 \log(h_{t-1}),
\]

2. Second using the Ding et al. (1993)’s APARCH model

\[
h_t^{\delta_{\text{vol}}} = \alpha_0 + \alpha_1 (|z_{t-1}|-\gamma z_{t-1})^{\delta_{\text{vol}}} + \beta_1 h_{t-1}^{\delta_{\text{vol}}}.
\]

These models are chosen for their ability to generate not only time varying volatility but also leverage effects by means of the parameter \(\gamma\). For the residuals we use two classes of distributions: (i) a mixture of two Gaussian distributions\(^2\) (Kon (1984), Akgiray and Booth (1987), Tucker and Pond

\(^2\)The mixture of two Gaussian distributions has the density

\[f(x) = \Phi f(x, \mu_1, \sigma_1) + (1 - \Phi) f(x, \mu_2, \sigma_2),\]

where \((\phi, \mu_1, \mu_2, \sigma_1, \sigma_2) \in [0, 1] \times \mathbb{R}^2 \times (\mathbb{R}^*)^2\) and where \(f(\cdot, \mu_i, \sigma_i)\) is the density of a Gaussian random variable with expectation \(\mu_i\) and standard deviation \(\sigma_i\).
(1998) and Alexander and Lazar (2006)); (ii) the Generalized Hyperbolic distribution\(^3\) (Barndorff-Nielsen (1977)). For both choices, the number of parameters driving the distribution is five. Adding the parameters involved in the different GARCH specifications we use, the estimation of such models leads to important optimization issues due to the dimension of the problem (see for example Fan et al. (2015)). In this paper we use a numerical implementation of the so-called conditional maximum-likelihood estimation that has been recently introduced and backtested in Chorro et al. (2016), Section 2.6.3. This empirical recursive methodology, that starts from the Quasi maximum-likelihood estimate and that iteratively maximizes the likelihood over either the volatility or the distributions parameters, is given in the Appendix.

2.2 Testing methodologies for the significance of leverage effects

We introduce now the two tests we use in the empirical part to test significance or not of the leverage effect parameter \(\gamma\). First we test the in-sample significance of the leverage component in GARCH-type models using Hansen (1992)'s test. Second, we confirm the findings obtained using the previous step by gauging the usefulness of the leverage effect parameter when it comes to forecasting the future density of returns. To do so, we rely on Amisano and Giacomini (2007)'s forecast density test methodology.

To test for the significance of the leverage parameter in the various GARCH specifications considered previously we consider the in-sample performances of GARCH type models with or without leverage parameters applying the methodology developed by Hansen (1992). We consider a sample of size \(T\) \((y_1, ..., y_T)\) for the log-returns.

In this part we denote by \(\gamma \in \Gamma\) the leverage parameter of the volatility structures we consider (see equations (3) and (4)) and by \(\theta \in \Theta\) all the remaining parameters. The null and alternative hypotheses are:

\[
H_0 : \gamma = 0 \quad \text{vs} \quad H_1 : \gamma \neq 0.
\]

We use as a test’s statistics, the concentrated and standardized likelihood ratio statistics

\[
\hat{LR}_T^* = \sup_{\gamma \in \Gamma} \frac{\hat{LR}_T(\gamma)}{V_T(\gamma)^{1/2}},
\]

with \(\hat{LR}_T(\gamma) = L_T(\gamma, \hat{\theta}_T(\gamma)) - L_T(0, \hat{\theta}_T(0))\) where

\[
L_T(\gamma, \theta) = \sum_{i=1}^{T} l_i(\gamma, \theta),
\]

\(l_i(\gamma, \theta)\) being the conditional log-likelihood given \(\mathcal{F}_{i-1}\), and where

\[
\hat{\theta}_T(\gamma) = \underset{\theta \in \Theta}{\text{argmax}} L_T(\gamma, \theta).
\]

\(^3\)For \((\lambda, \alpha, \beta, \delta, \mu) \in \mathbb{R}^5\) with \(\delta > 0\) and \(\alpha > |\beta| > 0\), the density function is defined in this case by

\[
f(x) = \frac{(\sqrt{\alpha^2 - \beta^2}/\delta)^\lambda}{\sqrt{2\pi} \lambda K_{\lambda-1/2}(\sqrt{\alpha^2 - \beta^2})} \cdot e^{\beta(x-\mu)} K_{\lambda-1/2}\left(\frac{\alpha \sqrt{\delta^2 + (x - \mu)^2}}{\alpha^2 - \beta^2}\right) \left(\frac{\sqrt{\delta^2 + (x - \mu)^2}/\alpha}{\lambda - 1/2}\right)^{1/2-\lambda}
\]

where \(K(\cdot)\) is the modified Bessel function of the third kind.
and
\[ V_T(\gamma) = \sum_{i=1}^{T} \left( \frac{l_i(\gamma, \hat{\theta}_T(\gamma)) - l_i(0, \hat{\theta}_T(0)) - \frac{LR_T(\gamma)}{T}}{q_i(\gamma, \hat{\theta}(\gamma))} \right)^2. \] \hfill (9)

We don’t have an asymptotic distribution for $LR_T^*$ but an asymptotic upper bound for the tail function useful for the computation of the $p$ value of the test:

\[ \mathbb{P}\left(LR_T^* \geq x\right) \leq B_T(x) \xrightarrow{T \to \infty} \mathbb{P}\left(\sup_{\gamma \in \Gamma} Q^*(\gamma) \geq x\right) \]

where $Q^*$ is a centered Gaussian process with a covariance function $K^*$ that may be approximated for large $T$ by its sample counterpart

\[ K_T^*(\gamma_1, \gamma_2) = \frac{\hat{K}_T(\gamma_1, \gamma_2)}{VT(\gamma_1)^{1/2}VT(\gamma_2)^{1/2}} \]

with

\[ \hat{K}_T(\gamma_1, \gamma_2) = \sum_{i=1}^{T} \hat{q}_i(\gamma_1)\hat{q}_i(\gamma_2) + \sum_{k=1}^{M} w_{k,M} \left[ \sum_{i=1}^{T-k} \hat{q}_i(\gamma_1)\hat{q}_{i+k}(\gamma_2) + \sum_{i=1+k}^{T} \hat{q}_i(\gamma_1)\hat{q}_{i-k}(\gamma_2) \right], \]

where $\hat{q}_i(\gamma) = q_i(\gamma, \hat{\theta}(\gamma))$ and $w_{k,M} = 1 - |k|/(M + 1)$ is the so-called Bartlett kernel with $M$ as a bandwidth 4.

To assess the contribution of leverage effects when it comes to returns forecasting we use the forecasting density test described in Amisano and Giacomini (2007). In our presentation we follow Maheu and McCurdy (2011), focusing on the ability of the approach to test multi-period forecasts.

For $R \in \{A, B\}$ we consider two competing related GARCH models5. Starting from the sample $(y_1, ..., y_T)$ we test forecast horizons $1 \leq k \leq k_{max}$ through rolling-window forecasting schemes of size $\tau$. According to Amisano Giacomini (2007), under the null hypothesis of equal predictive performances for both models, the statistic based on predictive likelihoods of horizon $k$ for models $A$ and $B$

\[ \hat{q}_k^{A,B} = \frac{(D_{A,k} - D_{B,k})\sqrt{T - \tau - k_{max} + 1}}{\sigma_{A,B,k}} \] \hfill (10)

is asymptotically Gaussian. In equation (10),

4The approximated $p$ values of the test can now be computed by Monte Carlo methods: when $(u_i)_{1 \leq i \leq T + M}$ are i.i.d $\mathcal{N}(0, 1)$,

\[ LR^*(\gamma) = \sum_{k=0}^{M} \sum_{i=k}^{T} \hat{q}_i(\gamma)u_{i+k}, \]

is a Gaussian process with covariance $K_T^*$. Moreover, we can compute its supremum over $\gamma$ forming a reasonable grid $[\gamma_0, ..., \gamma_N]$ centered on the value 0. Practically, the theory does not give any particular guidance for the choice of $M$, thus, all the numerical work is calculated for $M = 0, 1, ..., 5$. We also consider a grid with step size 0.05 containing 10 points centered on 0 and in order to achieve some efficiency in the computation of $LR^*$ we compute along the grid each $\hat{\theta}(\gamma)$ using as a starting point the preceding obtained value. Then, the distribution of $\sup_{\gamma \in \Gamma} Q^*(\gamma)$ and the associated $p$ values of the test are approximated using 1000 independent realizations of $\sup_{\gamma \in \Gamma} LR^*(\gamma)$.

5In the empirical part, model $A$ is of the form (1), (2) depending on the leverage parameter $\gamma$ while model $B$ follows the same dynamics with $\gamma = 0$. 

5
\[ DR,k = \frac{1}{T - \tau - k_{\text{max}} + 1} \sum_{t=\tau+k_{\text{max}}-k}^{T-k} \omega_i(y_{t+k}^{sd}) \log f_{R,k}(y_{t+k}, \hat{\theta}_{R_{t+k}}^{R} | \mathcal{F}_t) \]  

where \( \hat{\theta}_{R_{t+k}}^{R} \) is the estimated vector of parameters for the model \( R \) obtained using the sub-sample \( (y_{t-\tau-k_{\text{max}}+1}, \ldots, y_t) \), \( f_{R,k}(y_{t+k}, \hat{\theta}_{R_{t+k}}^{R} | \mathcal{F}_t) \) is the conditional density for the model \( R \) of \( Y_{t+k} \), given \( \mathcal{F}_t \) and \( \hat{\theta}_{R_{t+k}}^{R} \), evaluated at the realized log-return \( y_{t+k} \) and where \( y_{t+k}^{sd} = \frac{y_{t+k} - \hat{\mu}_{k,t}}{\hat{\sigma}_{k,t}} \) is the standardized realized log-returns taking respectively for \( \hat{\mu}_{k,t} \) and \( \hat{\sigma}_{k,t} \) the mean and the standard deviation of \( (y_{t-\tau-k_{\text{max}}+1}, \ldots, y_t) \). Finally, \( \hat{\sigma}_{A,B,k} \) is a properly selected estimator for the variance of \( \omega_i(y_{t+k}^{sd})(\log f_{A,k}(y_{t+k}, \hat{\theta}_{A_{t+k}}^{A} | \mathcal{F}_t) - \log f_{B,k}(y_{t+k}, \hat{\theta}_{B_{t+k}}^{B} | \mathcal{F}_t)) \),  

where the weights \( \omega_i \) are chosen to focus on particular regions of the forecasted distribution: (i) Whole distribution: \( \omega_0(Y) = 1 \); (ii) Center of distribution: \( \omega_1(Y) = \phi(Y) \), \( \phi \) standard normal density function; (iii) Tails of distribution: \( \omega_2(Y) = 1 - \phi(Y)/\phi(0) \); (iv) Right tail: \( \omega_3(Y) = \Phi(Y) \), \( \Phi \) standard normal distribution function; (v) Left tail: \( \omega_4(Y) = 1 - \Phi(Y) \).  

Here, as proposed Amisano Giacomini (2007), we use a Newey-West estimator for \( \hat{\sigma}_{A,B,k} \) that take into account heteroskedasticity and autocorrelation. One of the main interest of this approach comes from the fact that the two models can be nested or not and can be estimated using very different techniques from the moment that they are based on a finite estimation window.  

## 3 Results  

This section is dedicated to the presentation of the results of our empirical experiments.  

### 3.1 Description of the data set  

We estimate the various models presented earlier using a data set of returns on the S&P 500. The data set starts on January, 2\textsuperscript{nd} 1987 and ends on July, 20\textsuperscript{th} 2011. It includes different market phases and four marked market crashes in 1987, 1998, 2001 and 2008. It is made of daily closing prices in US Dollar. The full sample contains 6190 observations. Figure 1 charts the evolution of the index over the sample. Descriptive statistics are provided by Table 1.
The data set starts on January, 2nd 1987 and ends on December, 31st 2011. It includes 6190 daily data.

<table>
<thead>
<tr>
<th></th>
<th>Number of observations</th>
<th>Mean</th>
<th>Standard Deviation</th>
<th>Skewness</th>
<th>Kurtosis</th>
</tr>
</thead>
<tbody>
<tr>
<td>S&amp;P 500 from 02/01/87 to 20/07/11</td>
<td>6190</td>
<td>0.027</td>
<td>0.190</td>
<td>-1.341</td>
<td>29.075</td>
</tr>
<tr>
<td>S&amp;P 500 from 02/01/87 to 31/12/98</td>
<td>3034</td>
<td>0.052</td>
<td>0.164</td>
<td>-3.936</td>
<td>84.788</td>
</tr>
<tr>
<td>S&amp;P 500 from 02/01/99 to 20/07/11</td>
<td>3156</td>
<td>0.002</td>
<td>0.212</td>
<td>-0.115</td>
<td>7.412</td>
</tr>
</tbody>
</table>

Table 1: Descriptive statistics for the S&P 500 daily log-returns.

This table presents the descriptive statistics for the three samples of the S&P 500 log returns considered in the paper. The average and standard error statistics are annualized.

The S&P 500 returns are characterized by fat tails, as the excess kurtosis is positive in the full sample (29.075). The sample’s skewness is equal to -1.341 highlighting the asymmetry to the left of the S&P 500’s returns’s distribution. Both stylized facts are rather stable in the two sub-samples presented in Table 1. However, the skewness associated to the 1999-2011 sample is very close to zero. Investigating Figure 1, the balance between rising and falling phases explains part of this figure. Now, as discussed earlier, a zero skewness can be the result of the combination of leverage effects with positive conditional skewness, leaving ample room for our measurement experiments.

3.2 The explanatory power of the leverage effect over US stocks’ returns’ skewness

In this part, we simply report an estimate of the percentage of the sample’s total skewness that can be accounted for by the leverage component of the GARCH-type models, once these models have been properly estimated using the recursive method detailed in the appendix part of this article. In order to measure the share of the sample’s skewness that comes from the leverage effect and the share that comes from the conditional distribution, we rely on two sets of estimates. The first set comes from an estimation of EGARCH and APARCH models, mixed with a GH and a mixture of two
Gaussian distributions with no restrictions on the parameters. A second set of estimates is obtained by constraining the parameter in the asymmetric GARCH models that control the leverage effect \( \gamma \) (as in equations (3) and (4)) to be equal to zero. The metric that will help us to measure the importance of the leverage effect to explain the sample’s skewness will be based on the skewness of the residuals obtained with each set of parameters for a given models. Let \( s_{\gamma=0} \) be the skewness obtained in the residuals when \( \gamma \) is constrained to zero and \( s_{\gamma \neq 0} \) be the same quantity when \( \gamma \) is unconstrained. The following ratio measures the decrease in the residuals’ skewness that comes from the GARCH models’ leverage component:

\[
r = \frac{s_{\gamma=0} - s_{\gamma \neq 0}}{s_{\gamma=0}}. \tag{12}
\]

When the leverage component fully explains the returns’ skewness, \( s_{\gamma \neq 0} = 0 \) and \( r = 100\% \). When this component does not explain any part of the sample’s skewness, then \( s_{\gamma \neq 0} = s_{\gamma=0} \) and \( r = 0 \).

Tables 2, 3 and 4 provide the parameters’ estimates along with \( r, s_{\gamma=0} \) and \( s_{\gamma \neq 0} \) for each models and sub-samples of our main data set.

<table>
<thead>
<tr>
<th>( \alpha )</th>
<th>( \beta )</th>
<th>( \delta )</th>
<th>( \mu )</th>
<th>( \lambda )</th>
<th>( \alpha_0 )</th>
<th>( \gamma )</th>
<th>( \alpha_1 )</th>
<th>( \beta_1 )</th>
<th>( s )</th>
<th>( r )</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.164</td>
<td>-0.163</td>
<td>1.836</td>
<td>0.142</td>
<td>-2.885</td>
<td>-0.222</td>
<td>-0.058</td>
<td>0.118</td>
<td>0.985</td>
<td>-1.112</td>
<td></td>
</tr>
<tr>
<td>(0.075)</td>
<td>(0.053)</td>
<td>(0.267)</td>
<td>(0.048)</td>
<td>(0.350)</td>
<td>(0.062)</td>
<td>(0.013)</td>
<td>(0.017)</td>
<td>(0.006)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>0.259</td>
<td>-0.136</td>
<td>1.719</td>
<td>0.128</td>
<td>-2.484</td>
<td>-0.174</td>
<td>0</td>
<td>0.115</td>
<td>0.990</td>
<td>-1.481</td>
<td>0.249</td>
</tr>
<tr>
<td>(0.046)</td>
<td>(0.032)</td>
<td>(0.053)</td>
<td>(0.025)</td>
<td>(0.462)</td>
<td>(0.083)</td>
<td>(0.024)</td>
<td>(0.007)</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>( \Phi )</th>
<th>( \rho_1 )</th>
<th>( \sigma_1 )</th>
<th>( \mu_2 )</th>
<th>( \sigma_2 )</th>
<th>( \alpha_0 )</th>
<th>( \gamma )</th>
<th>( \alpha_1 )</th>
<th>( \beta_1 )</th>
<th>( s )</th>
<th>( r )</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.041</td>
<td>-0.863</td>
<td>2.228</td>
<td>0.038</td>
<td>0.836</td>
<td>-0.275</td>
<td>-0.066</td>
<td>0.138</td>
<td>0.981</td>
<td>-1.034</td>
<td></td>
</tr>
<tr>
<td>(0.009)</td>
<td>(0.251)</td>
<td>(1.012)</td>
<td>(0.012)</td>
<td>(0.325)</td>
<td>(0.061)</td>
<td>(0.013)</td>
<td>(0.019)</td>
<td>(0.005)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>0.051</td>
<td>-0.852</td>
<td>2.371</td>
<td>0.042</td>
<td>0.851</td>
<td>-0.218</td>
<td>0</td>
<td>0.119</td>
<td>0.987</td>
<td>-1.328</td>
<td>0.221</td>
</tr>
<tr>
<td>(0.012)</td>
<td>(0.247)</td>
<td>(1.322)</td>
<td>(0.015)</td>
<td>(0.421)</td>
<td>(0.046)</td>
<td>(0.015)</td>
<td>(0.006)</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>( \alpha )</th>
<th>( \beta )</th>
<th>( \delta )</th>
<th>( \mu )</th>
<th>( \lambda )</th>
<th>( \alpha_0 )</th>
<th>( \gamma )</th>
<th>( \alpha_1 )</th>
<th>( \beta_1 )</th>
<th>( \delta_{vol} )</th>
<th>( s )</th>
<th>( r )</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.137</td>
<td>-0.136</td>
<td>1.824</td>
<td>0.125</td>
<td>-2.758</td>
<td>0.000</td>
<td>0.091</td>
<td>0.597</td>
<td>0.907</td>
<td>-1.037</td>
<td>-0.884</td>
<td></td>
</tr>
<tr>
<td>(0.062)</td>
<td>(0.035)</td>
<td>(0.532)</td>
<td>(0.046)</td>
<td>(0.163)</td>
<td>(0.001)</td>
<td>(0.018)</td>
<td>(0.013)</td>
<td>(0.022)</td>
<td>(0.080)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>0.158</td>
<td>-0.157</td>
<td>1.807</td>
<td>0.146</td>
<td>-2.721</td>
<td>0.000</td>
<td>0.161</td>
<td>0</td>
<td>0.944</td>
<td>1.252</td>
<td>-1.417</td>
<td>0.376</td>
</tr>
<tr>
<td>(0.022)</td>
<td>(0.001)</td>
<td>(0.669)</td>
<td>(0.019)</td>
<td>(0.745)</td>
<td>(0.001)</td>
<td>(0.009)</td>
<td>(0.008)</td>
<td>(0.000)</td>
<td>(0.007)</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>( \Phi )</th>
<th>( \mu_1 )</th>
<th>( \sigma_1 )</th>
<th>( \mu_2 )</th>
<th>( \sigma_2 )</th>
<th>( \alpha_0 )</th>
<th>( \gamma )</th>
<th>( \alpha_1 )</th>
<th>( \beta_1 )</th>
<th>( \delta_{vol} )</th>
<th>( s )</th>
<th>( r )</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.940</td>
<td>0.039</td>
<td>0.845</td>
<td>-0.688</td>
<td>2.149</td>
<td>0.000</td>
<td>0.094</td>
<td>0.597</td>
<td>0.906</td>
<td>-1.037</td>
<td>-0.873</td>
<td></td>
</tr>
<tr>
<td>(0.021)</td>
<td>(0.008)</td>
<td>(0.213)</td>
<td>(0.087)</td>
<td>(1.052)</td>
<td>(0.000)</td>
<td>(0.011)</td>
<td>(0.002)</td>
<td>(0.012)</td>
<td>(0.010)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>0.933</td>
<td>0.048</td>
<td>0.815</td>
<td>-0.680</td>
<td>2.285</td>
<td>0.000</td>
<td>0.119</td>
<td>0</td>
<td>0.890</td>
<td>1.438</td>
<td>-1.038</td>
<td>0.159</td>
</tr>
<tr>
<td>(0.028)</td>
<td>(0.016)</td>
<td>(0.201)</td>
<td>(0.085)</td>
<td>(1.112)</td>
<td>(0.000)</td>
<td>(0.013)</td>
<td>(0.014)</td>
<td>(0.017)</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Table 2: Estimated parameters with and without leverage effect parameter using the S&P 500 data set from January 2, 1987 to December 31, 1998 and their standard errors. \( r = \frac{s_{\gamma=0} - s_{\gamma \neq 0}}{s_{\gamma=0}} \) where \( s_{\gamma \neq 0} \) and \( s_{\gamma=0} \) are the skewness of the residual with and without leverage effect respectively.
Table 3: Estimated parameters with and without leverage effect parameter using S&P 500 data set from January 2, 1999 to July 20, 2011 and their standard errors.

\[ r = \frac{s_{\gamma=0} - s_{\gamma=0}}{s_{\gamma=0}} \] where \( s_{\gamma=0} \neq 0 \) and \( s_{\gamma=0} = 0 \) are the skewness of the residual with and without leverage effect respectively.

Table 4: Estimated parameters with and without leverage effect parameter using the S&P 500 data set from January 2, 1987 to July 20, 2011 and their standard errors. 

\[ r = \frac{s_{\gamma=0} - s_{\gamma=0}}{s_{\gamma=0}} \] where \( s_{\gamma=0} \neq 0 \) and \( s_{\gamma=0} = 0 \) are the skewness of the residual with and without leverage effect respectively.

Focusing on the full sample results presented in Table 4, we obtain consistent evidence that the lever-
age effect only explains a weak part of the returns’ skewness. For the four models used in our experiments, the ratio described by equation (12) ranges from around 11% in the APARCH-MN case to around 20% in the APARCH-GH case. The EGARCH based models lead to a ratio approximately equal to 16%. These conclusions hold as well when the ratio is computed from subsets of our full sample. In all our experiments, the maximum $r$ is obtained with the APARCH-GH model over a sample of returns covering the 1987-1998 period. In this case $r = 37.6\%$: our findings thus show that leverage effects only account for a third of returns’ skewness. However, we consistently find that the $\gamma$ parameter across models is estimated to be statistically different from zero: there is a leverage effect at work in the dynamics of S&P 500 returns, but it only accounts for 30% of the returns’s skewness. In order to better measure the extent to which leverage effect statistically matters, we now use in and out of sample likelihood ratio tests.

3.3 Testing for leverage effects in-sample

In this part, we test for the in sample significance of leverage effects using the Hansen (1992)'s test presented earlier.

<table>
<thead>
<tr>
<th>Data set</th>
<th>From January 2, 1987 to December 31, 1998</th>
<th>$M$</th>
<th>0</th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
<th>5</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>EGARCH-GH</td>
<td>0.177</td>
<td>0.212</td>
<td>0.181</td>
<td>0.157</td>
<td>0.138</td>
<td>0.137</td>
<td></td>
<td></td>
</tr>
<tr>
<td>APARCH-GH</td>
<td>0.199</td>
<td>0.211</td>
<td>0.238</td>
<td>0.231</td>
<td>0.224</td>
<td>0.234</td>
<td></td>
<td></td>
</tr>
<tr>
<td>EGARCH-MN</td>
<td>0.174</td>
<td>0.164</td>
<td>0.150</td>
<td>0.162</td>
<td>0.179</td>
<td>0.178</td>
<td></td>
<td></td>
</tr>
<tr>
<td>APARCH-MN</td>
<td>0.330</td>
<td>0.323</td>
<td>0.295</td>
<td>0.304</td>
<td>0.275</td>
<td>0.268</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Data set</td>
<td>From January 2, 1999 to July 20, 2011</td>
<td>$M$</td>
<td>0</td>
<td>1</td>
<td>2</td>
<td>3</td>
<td>4</td>
<td>5</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>EGARCH-GH</td>
<td>0.158</td>
<td>0.153</td>
<td>0.124</td>
<td>0.108</td>
<td>0.138</td>
<td>0.127</td>
<td></td>
<td></td>
</tr>
<tr>
<td>APARCH-GH</td>
<td>0.151</td>
<td>0.125</td>
<td>0.111</td>
<td>0.122</td>
<td>0.136</td>
<td>0.108</td>
<td></td>
<td></td>
</tr>
<tr>
<td>EGARCH-MN</td>
<td>0.143</td>
<td>0.131</td>
<td>0.136</td>
<td>0.156</td>
<td>0.142</td>
<td>0.130</td>
<td></td>
<td></td>
</tr>
<tr>
<td>APARCH-MN</td>
<td>0.108</td>
<td>0.101</td>
<td>0.082</td>
<td>0.094</td>
<td>0.092</td>
<td>0.098</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Data set</td>
<td>From January 2, 1987 to July 20, 2011</td>
<td>$M$</td>
<td>0</td>
<td>1</td>
<td>2</td>
<td>3</td>
<td>4</td>
<td>5</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>EGARCH-GH</td>
<td>0.174</td>
<td>0.105</td>
<td>0.146</td>
<td>0.151</td>
<td>0.147</td>
<td>0.142</td>
<td></td>
<td></td>
</tr>
<tr>
<td>APARCH-GH</td>
<td>0.098</td>
<td>0.091</td>
<td>0.060</td>
<td>0.092</td>
<td>0.096</td>
<td>0.090</td>
<td></td>
<td></td>
</tr>
<tr>
<td>EGARCH-MN</td>
<td>0.113</td>
<td>0.126</td>
<td>0.146</td>
<td>0.149</td>
<td>0.152</td>
<td>0.121</td>
<td></td>
<td></td>
</tr>
<tr>
<td>APARCH-MN</td>
<td>0.095</td>
<td>0.077</td>
<td>0.093</td>
<td>0.090</td>
<td>0.098</td>
<td>0.106</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Table 5: Hansen’s test for the estimated models using the S&P 500 log returns.

This table presents the $p$-value of the Hansen’s test comparing the models with and without leverage effect parameters for the S&P 500 data set. The test reads as follows: for the data set starting from January 2, 1987 to December 31, 1998, for the EGARCH-GH model and for bandwidth $M = 0$, its $p$-value is 0.177. This $p$-value being greater than 5%, the hypothesis $H_0$ (absence of leverage effect) is not rejected.

Table 5 presents the results obtained from Hansen (1992)’s test across different values of the $M$ parameter. As for our previous results, we obtain consistent conclusions across the various sets of models used in our experiments: at a 5% risk level, none of the $\gamma$ estimates are found to be different from zero, whatever the value of $M$. For example, in the case of the EGARCH-MN model with $M = 5$, the test p-value is found to be equal to 13% that is the minimum value for each of the $M$ used in our tests. The lowest p-value obtained is 6% in the case of the APARCH-GH model with $M = 2$. As for our previous results, breaking down our full sample into sub-periods does not change the conclusions raised from our test: the $\gamma$ parameter is found to be statistically equal to zero. Still, the p-values obtained with the 1987-1998 sample are higher than the ones obtained with the 1999-2011 one, probably in relation with the increase in the number of crisis periods in the second sample. We
now turn our attention to an out-of-sample analysis of leverage effects.

### 3.4 The role of leverage effects in forecasting the density of returns

If our previous tests consistently highlighted the weak role played by leverage effects to accurately describe the density of returns, it says little regarding its role in forecasting the future density of returns. We confirm these findings obtained using the first two steps by gauging the usefulness of the leverage effect when it comes to forecasting the future density of returns. To do so, we rely on Amisano and Giacomini (2007)’s forecast density test methodology.

#### Table 6: Amisano Giacomini Test Statistics using S&P 500 data set.

This table presents Amisano Giacomini’s test comparing the models with and without leverage effect parameter using the S&P 500 data set covering the 1987-2011 period. We use rolling windows of size $\tau = 2000$ and a maximal forecast horizon $k_{\text{max}}$ of 60 days. The test reads as follows: for the EGARCH-GH model, for horizon $k = 1$ and for the weight $\omega_0 = 1$, the test statistic is -2.200: this value being outside the [−1.96 : 1.96] 5% interval confidence, the null hypothesis that both models (with or without leverage) are equivalent is rejected in favor of the non leveraged one (negative value).

Table 6 presents the tests results obtained using a rolling window of 2000 trading days. The first sample ends on May 8, 2003. We use a fixed window scheme rolling from one day to another and reestimating each time each model’s parameters using the recursive estimation methodology. Here again, the consistency of our results is significant: for forecasting horizons ranging from 1 to 60 days the models with leverage effects are found to be equivalent to models without leverage effects. This result holds for the different weight functions. For example, in the case of the EGARCH-MN model, when using the $w_0$ weight function and for a forecast horizon of 30 days, the Amisano and Giacomini
(2007)’s test statistics is equal to -1.356: a model with or without leverage effect parameter provides statistically equivalent density forecasts at a 5% risk level. Now, our results contain three cases for which both models are not found to be statistically equivalent: in the EGARCH-GH case with the \( w_0 \) and \( w_2 \) weights and in the EGARCH-MN case with the \( w_4 \) weight, the model without leverage effects is found to dominate the one with leverage effects. Hence across all our forecasting results, the model without leverage effect is found to be equivalent or better than the one with leverage effect.

Considering our three previous tests and measures, we obtain very consistent results showing that leverage effects do not seem to have a statistical significance when it comes to modeling the returns on US equities as proxied by the S&P 500.

### 3.5 Testing for leverage effects at a stock level

This final section investigates the importance of leverage effects at a stock-by-stock level. Black (1976) and Christie (1982) discuss the possibility that leverage effects can impact individual stocks. Stock-level leverage effects are not incompatible with our previous findings: once diversified away through index investing, leverage effects would therefore disappear, explaining the previously listed empirical results. Using the components of the SP500 index, we run the in-sample Hansen test and measure the percentage of stocks for which we find a statistically significant leverage effect.

Our empirical strategy unfolds as follow: first of all, we use the list of stocks available in the 2011 composition of the SP500 index. We discard the stocks for which we have less than 2500 days of market quotes. Then, stock by stock, we run the Hansen (1992) test as detailed in Subsection 3.3.2 for various values for the \( M \) bandwidth parameter. Out of the 500 components, our screening for lengthy enough time series led us to make use of 436 stocks. Across those stocks the conclusion from the Hansen (1992) test were consistent across the various values for the bandwidth \( M \) which is why Table 7 only shows results for \( M = 0 \).

<table>
<thead>
<tr>
<th>Sector</th>
<th>EGARCH-GH</th>
<th>EGARCH-MN</th>
<th>APARCH-MN</th>
<th>APARCH-GH</th>
</tr>
</thead>
<tbody>
<tr>
<td>Basic Materials</td>
<td>86.96</td>
<td>76.09</td>
<td>69.70</td>
<td>82.61</td>
</tr>
<tr>
<td>Communications</td>
<td>68.52</td>
<td>77.56</td>
<td>85.19</td>
<td>67.90</td>
</tr>
<tr>
<td>Consumer, Cyclicall</td>
<td>67.23</td>
<td>72.92</td>
<td>59.89</td>
<td>73.16</td>
</tr>
<tr>
<td>Consumer, non-cyclicall</td>
<td>77.84</td>
<td>66.67</td>
<td>38.14</td>
<td>76.39</td>
</tr>
<tr>
<td>Energy</td>
<td>84.21</td>
<td>78.95</td>
<td>79.82</td>
<td>86.75</td>
</tr>
<tr>
<td>Financial</td>
<td>67.76</td>
<td>76.22</td>
<td>73.02</td>
<td>72.59</td>
</tr>
<tr>
<td>Industrial</td>
<td>83.89</td>
<td>80.33</td>
<td>63.89</td>
<td>86.11</td>
</tr>
<tr>
<td>Technology</td>
<td>60.60</td>
<td>70.20</td>
<td>71.43</td>
<td>64.28</td>
</tr>
<tr>
<td>Utilities</td>
<td>86.67</td>
<td>63.70</td>
<td>86.67</td>
<td>86.11</td>
</tr>
<tr>
<td>% TOTAL</td>
<td>75.15</td>
<td>73.57</td>
<td>69.14</td>
<td>77.11</td>
</tr>
</tbody>
</table>

Table 7: Percentage of stocks per sector for which leverage is statistically not significant from the Hansen (1992) test

*This table displays the percentage of p-values found out to be higher than 5%, that are the cases for which we statistically discard the null hypothesis of leverage effect. Results are grouped by industry sector as well, so that to monitor whether companies’ sector makes a difference in terms of leverage effect. The repartition of stocks within the S&P500 index is presented in Table 8.*

---

6Given the numerical cost associated to the Amisano and Giacomini (2007) test and the number of series to be handled we decided to solely rely on the Hansen (1992) test.
<table>
<thead>
<tr>
<th>Sector</th>
<th>% of each sector in the SP500</th>
</tr>
</thead>
<tbody>
<tr>
<td>Basic Materials</td>
<td>5.26</td>
</tr>
<tr>
<td>Communications</td>
<td>6.18</td>
</tr>
<tr>
<td>Consumer, Cyclical</td>
<td>13.50</td>
</tr>
<tr>
<td>Consumer, non-cyclical</td>
<td>19.45</td>
</tr>
<tr>
<td>Energy</td>
<td>8.92</td>
</tr>
<tr>
<td>Financial</td>
<td>17.62</td>
</tr>
<tr>
<td>Industrial</td>
<td>13.96</td>
</tr>
<tr>
<td>Technology</td>
<td>8.01</td>
</tr>
<tr>
<td>Utilities</td>
<td>6.86</td>
</tr>
</tbody>
</table>

Table 8: Percentage of stocks per sector in the S&P500 in January 2013

From Table 7, on average we find that for 70% of the stocks there is no statistically significant leverage effects. This conclusion is both consistent with the conclusions raised from the previous sections based on the index itself and with the suspicion that stocks have a greater tendency to generate a return-to-volatility effect than indices. This conclusion holds across the various model specifications and for most of the sectors. Striking differences remain: we find a higher rate of companies with leverage effects in the "Technology" sector. In the case of the "Energy" and "Utilities" sectors, we find a higher than 70% figure consistently across models: those two sectors seem to exhibit the most infrequent leverage effects of the sample used here.

4 conclusion

This article questions the empirical usefulness of leverage effects to describe the dynamics of equity returns. We both test for the statistical significance of leverage effects. Relying on both in- and out-of-sample tests, we consistently find a weak contribution of leverage effects over the past 25 years of S&P 500 returns, casting light on the importance of the conditional distribution in time series models. Digging into the components of the index, we find that this conclusion holds for 70% of the stocks within: a higher rate of leverage effects is therefore found in individual stocks, while still not dominating the sample used in our experiments.

Appendix: Numerical implementation of the maximum-likelihood estimation

In this appendix we briefly present the numerical implementation of the so-called conditional maximum-likelihood estimation that is used in this paper. We refer the reader to Chorro et al. (2016), Section 2.6.3 for more details.

1. We start from the Quasi-maximum-likelihood estimate $\hat{\theta}_T = (\hat{\theta}_T^D, \hat{\theta}_T^V)$ of the model given by equations (1) and (2).

2. We re-estimate the volatility parameter $\theta^V$ by maximizing

$$\sum_{t=1}^{T} -\frac{log(h_t)}{2} + log \left[ d_{\theta_T^D} \left( \frac{y_t}{\sqrt{h_t}} \right) \right],$$

obtaining $\hat{\theta}_T^{2,V}$.

3. We re-estimate the distribution parameter $\theta^D$ from the standardized residuals

$$\left( \frac{y_1}{\sqrt{h_1(\hat{\theta}_T^{2,V})}}, \ldots, \frac{y_T}{\sqrt{h_T(\hat{\theta}_T^{2,V})}} \right)$$
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by maximizing

\[ \sum_{t=1}^{T} \log \left[ d_{\theta^D} \left( \frac{y_t}{\sqrt{T_t(\hat{\theta}^2_T,V_T)}} \right) \right] \]

and obtain \( \hat{\theta}^2_D \) and \( \hat{\theta}^2_T = (\hat{\theta}^2_D,V_T) \).

4. We iterate this procedure until a good trade off between precision and computational cost is reached. In this paper we use 10 iterations.
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