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1. Introduction
Data-driven learning involves the use of dedicated concordancers to explore large language corpora. Or does it? Willis (1998) reported on the use of manual concordancing involving nothing more than texts, learners and a blackboard, a technique which Johns (1993) recognised as DDL, and similar activities can be found described as DDL today (e.g. Tyne in press). The appeal of such activities is of course that they reduce or eliminate the need for technology altogether. This is certainly an advantage, as the technology itself is frequently cited as a major obstacle, and possibly the prime reason why DDL has not become more mainstream practice (e.g., Boulton, 2010). The problem with this approach is that it does not make use of the potential of computers to help in the inductive, discovery-based noticing process. An alternative path is to simplify the technology as much as possible – either the corpus itself or the associated software. Firstly, there has been some reaction against the early corpora (large, general-purpose, linguistically oriented) in favour of small, ad hoc corpora of a specific language genre (e.g. Ghadessy et al., 2001), often designed with explicitly pedagogical aims in mind (Braun, 2007). Similarly, great strides have been made in making concordancers more user-friendly, but technology still remains a difficulty cited in many contemporary papers (e.g. Rodgers et al., 2011). What is it about the concepts of ‘corpus’ and ‘concordancer’ that keeps them out of mainstream classroom practice?

A third way is to begin not with corpus or concordancer, but with the learners and what they already do – in other words, to bring our work closer to them rather than making them come to us. In what ordinary, everyday activities are learners involved in using computers to search for information outside the language classroom? Most obviously, in browsing the Internet. A small number of studies attempt to show how this can be used for language learning (e.g. Todd, 2001; Chinnery, 2008; Sha, 2010); the temptation then is to wonder whether the Internet might not serve as a substitute corpus, and Google as a substitute concordancer in a more-or-less DDL approach. This might seem inappropriately iconoclastic at a TaLC conference, but DDL and corpus linguistics have broken more than one ideological barrier themselves. If these resources had been available in the 1980s, we would likely be working in a very different field today.

This paper sets out to see whether such an approach can be considered a form of DDL, at least in abstract terms, then goes on to test the potential and limits of the Internet and Google for linguistic searches relevant to language learners. In conclusion, it is argued that the processes are in fact not entirely dissimilar, and that they can provide one way in to DDL
– immediately useful for all, and potentially leading some on to more prototypical DDL activities with corpus and concordancer.

2. The web as ‘corpus’

A textbook definition of a corpus outlines a large collection of authentic texts in electronic format designed to be representative of a language variety. But this is not always as straightforward as it might sound, even within the field of corpus linguistics itself, where there are “several criteria that, if met, define a prototypical corpus, but the criteria are neither all necessary nor jointly sufficient” (Gilquin & Gries, 2009: 6). Clearly, the Internet fails the textbook definition on several counts, but then so would many other corpora. The web may not be “representative of anything other than itself,” as Kilgarriff and Grefenstette (2003: 333) point out – “but then neither are other corpora.” Its size and composition are unknown (e.g. Lüdeling et al., 2007) and probably unknowable in any meaningful sense, but the end-user may not be aware of what texts exactly are in, say, on-line versions of many accepted corpora, and can only take the providers’ word for it. It is also unstable insofar as it fluctuates over time, but so also do monitor corpora. It is not annotated, but nor are many other corpora, and while this limits some types of research is does not mean that no research is possible. Finally, and perhaps most unsettlingly, it is extremely “noisy” with its endless reduplications, spam, lists, nonsense pages, and so on, with innumerable different types of texts from widely varying authors writing for different purposes all mixed up. But the same can be said (if to a lesser degree) of many semi-automated corpora compiled from the web, from CoCA to the WaCKy corpora. Besides, this is arguably all part of “the mush of general goings-on” of real language in use (Firth, 1957: 187).

Ultimately, the issue of whether the web is (or can be used as) a corpus is a subjective one. For Sinclair (2005: 21), “the World Wide Web is not a corpus”; for Kilgarriff and Grefenstette (2003: 334), “the answer to the question ‘Is the web a corpus?’ is yes”. The ‘web-as-corpus’ is not perfect, but nor are any other corpora; indeed, “it is important to avoid perfectionism in corpus building. It is an inexact science…” (Sinclair, 2005: 98). None of the objections outlined here stop linguists using the web as a ‘quick and dirty’ source of language data for everyday concerns; as Lou Burnard recently remarked, “as a non-native speaker of French, if I meet a word I don’t know, I Google it to see how it’s used…”. In more rigorous research, the web increasingly serves as a useful point of comparison even in research papers (Joseph, 2004) – and for good reason. Firstly, “language is never, ever, ever random” (Kilgarriff, 2005), and even with all its noise and other problems, the sheer size of the web means that web data often give results that are close to traditional corpora (e.g. Rohdenburg, 2007), and even to native-speaker judgements (Keller & Lapata, 2003).

In the end, if even (some) linguists can overcome qualms about using web data for everyday concerns as well as serious, rigorous research purposes, then it would seem unreasonable to prevent language learners who do not need to be as scrupulous in their requirements as researchers: the decision should be pedagogically driven rather than based on research criteria which are of little relevance to them. Even the sceptical Sinclair recognises that “the web itself… [is a] huge source of language that is available in the classroom or the study at home” (Sinclair, 2004: 297). While the web may not be a prototypical corpus in
terms of linguist research, we can at least treat it as “corpus surrogate” (Bernardini et al., 2006: 10) which may be quite fit for purpose.

Its advantages in language teaching include its size, recency, variety (whatever you want is probably there somewhere), availability (free), reliability (the web itself doesn’t crash, or impose limits on the number of simultaneous users), speed, flexibility, and so on. Just as importantly, it is already familiar to learners, especially via Internet search engines such as Google.

3. **Google as ‘concordancer’**

General purpose search engines such as Google are designed for information retrieval rather than linguistic research, and are therefore inevitably more limited than a concordancer for this purpose. It does not allow explicitly linguistic search syntax, and ways round its limitations can be time-consuming. The presentation of responses is also not linguistically ideal, though the snippets are not entirely dissimilar to concordances. Google is something of a black box, where the user has little idea of how the results are retrieved or ordered and can do little to change this except submit a new query with different parameter settings or search terms (Bergh, 2005). It can also be difficult for learners to interpret the results – how reliable are they, how frequent is frequent ‘enough’? And, of course, Googling is simply not a ‘serious’ pursuit; but again, if linguists can use it at least informally for this purpose, then *a fortiori* language learners whose requirements are less stringent. No concordancer is ideal (Kaszubski, 2006; Kosem, 2008), and general-purpose search engines may be the least ideal of all. But there seems to be nothing stop us treating “Google as a quick ‘n’ dirty corpus tool” (Robb, 2003); it may even be that the messiness of web data and limitations of search engines will foster language awareness and critical thinking about language (Milton, 2006).

Google (or another search engine) is likely to be already familiar to learners, with a simple, intuitive interface that does not require vast linguistic or metalinguistic baggage. They may not be using it very well, but are already getting results, and a little further training is likely to increase their efficiency (Acar et al., 2011). So using Google allows learners to draw on existing knowledge and techniques, and any further training will transferable back to their everyday lives where ICT literacy is an essential skill, not limited exclusively to corpus use. Indeed, there is some evidence that Google is already being used in this way for language teaching and learning (e.g. Clerehan et al., 2003; Conroy, 2010).

Would this constitute data-driven learning? In a way, the question is redundant: all that counts is whether it is beneficial to the learning process; but that is evading the question. DDL is a difficult beast to pin down: it is “not an all-or-nothing affair: its boundaries are fuzzy, and any identifiable cut-off point will necessarily be arbitrary” (Boulton, 2011: 575). It is notable however that although Johns was mainly working with corpora, he chose the term ‘data-driven’ rather than ‘corpus-driven’: “the data is primary” (Johns, 1991: 3). And the web certainly constitutes language data. He was also largely working with concordancers, “one of the most powerful tools that we can offer the language user” (Johns, 1988: 15), but that was

---

1 Many of the postings on Jean Véronis’s blog ([Technologies du langage: Actualités, commentaires, réflexions](http://blog.veronis.fr)) highlight the deficiencies of Google in particular, e.g. ‘5 billion the have disappeared overnight’; ‘Yahoo’s missing pages’; ‘Crazy duplicates’; ‘Google: Mystery index’ and many more. Yet we are still left with ‘Google: The largest linguistic corpus of all time’. (http://blog.veronis.fr)
before the Internet and search engines even existed. One can only speculate as to how DDL would have developed had learners had such ease of access to data in the 1980s.

4. Conclusions
I have argued here that the objections to using the web as ‘corpus’ and search engine as ‘concordancer’ are largely theoretical, and based on criteria which are of little relevance in language teaching and learning. The main conclusion is pragmatic and practical rather than dogmatic or ideological: if an approach or technique is of benefit to the learners and teachers concerned, it should not be ruled out automatically (Hafner & Candlin, 2007). As so often, there is likely to be a payoff between how much the teachers / learners are prepared to put in (ideally as little as possible) and how much they want to get out (ideally as much as possible). The optimum will be at some variable point in between, or more likely a movement along the continuum – gradually investing more and more, until such a time as the extra benefits do not justify the extra costs. Such a cost-benefit analysis will produce different results for different individuals and groups with different needs and preferences, facilities and constraints.

It seems likely that many learners around the world are already Googling the Internet in ways not entirely dissimilar to DDL, a practice which may be actively encouraged by their teachers while remaining invisible in the DDL research literature. The approach is in many ways attractive, offering as it does a familiar, intuitive, and easy way to begin simple DDL which brings immediate benefits (Shei, 2008). To reach a wider audience, there is also something to be said for encouraging the perception of DDL as ordinary practice rather than radical or revolutionary (Boulton, 2010). For those who wish to go further, it provides a handy first step on the road to more ‘hard-core’ DDL (Conroy, 2010). Other intermediate steps might include using individual websites such as newspapers for DDL-like queries, or web concordancers (such as WebCorp and KWicFinder) which still use the web-as-corpus approach but provide output which is more linguistically relevant and useful for language learning.

Space does not permit an extensive presentation of how learners (and teachers) can use Google and the web for language learning, nor a detailed theoretical analysis of whether this constitutes DDL; but there are reasons to think that they can and it is, topics which will be the subject of future research.
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