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Abstract

Collaboration between partners is a very popular subject in both logistics and decision support research. However, transport management is often taken into account only as an external cost, without integration in collaborative reasoning. This paper proposes a framework to assess collaborative solutions in the context of logistics and freight transport, as well as to describe the links between freight transport and supply chain managementin terms of collaboration techniques. First the main concepts of collaborative logistics in the distribution and transport fields are presented, highlighting the links between collaboration, freight transport and supply chain management. Then, the method to assess collaborative logistics and freight transport solutions is proposed. This method includes a design scheme, a hierarchic clustering technique and a dominance analysis method to unify the assessment of each individual and prepare collaborative research for a common solution. After that, the method is applied to the assessment of five scenarios derived from a real situation for the urban area of Lyon, France) to illustrate how difficult convergence towards consensus is. The results show that a global optimal solution for the entire set of stakeholders is not easy to identify, and how the proposed method can be helpful for decision makers to achieve a consensus of common objectives.
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1. Introduction

Logistics and freight transport represent major sources of employment and are among the mainstays of national economic development. However, those sectors also produce external costs, such as for example environmental and social nuisances, which negatively affect the quality of life, particularly in urban areas (Crainic et al., 2004). New trends in retail and business organisation, along with technological innovations in supply chain and distribution planning have led decision-makers to consider collaborative strategies to reduce the overall cost of the supply process (Lambert, 2008). Although the main aspects of collaborative logistics have recently been reviewed (Roy et al., 2007; Simonot and Roure, 2007; Lambert, 2008), collaborative strategies in the field of freight transport have been given less attention, even if they are often implemented in reality (Gonzalez-Feliu and Morana, 2011; Gonzalez-Feliu, 2012a). Collaboration is based on both group reasoning and information sharing management. It takes place at different echelons of a supply chain even in a competitive environment (Gonzalez-Feliu and Morana, 2011).

In classical logistics research, most of the literature is focused on individual reasoning even when dealing with collaborative approaches. In tactical and operational planning – i.e. at medium-term and daily horizons – individual reasoning assumptions often prevail over group reasoning, mainly in real-time operations management (Crainic and Laporte, 1997). However, in long-term horizons (strategic planning), group decision-making can have a strong influence on the development of a common strategy. Such decisions have a direct impact on the project’s duration, stability and sustainability (Gonzalez-Feliu and Morana, 2011). In any case, freight transport is often considered as an external cost and is not explicitly considered (Gonzalez-Feliu, 2013). Moreover, most works deal with the individual consequences of collaboration, and group reasoning in logistics and freight transport is only roughly presented without in-depth examination of the impacts collaboration has on individuals and as a group (Gonzalez-Feliu and Morana, 2011). Although collaborative decision making methods exist in other fields (Yearwood and Stranieri, 2011), they are based on optimization or on automatic solution selection, proposing a substitution to human relations and negotiation. In transport management, the human factor is crucial (Gonzalez-Feliu and Morana, 2010), and a decision making tools should not become a substitute but it would rather be considered a support to human choice making.

Furthermore, the current economic context is pushing the main decision-makers to adapt collaborative strategies (Danielis et al., 2010; Morana et al., 2013). Therefore, it is important to study collaborative transport from a global supply chain viewpoint, rather than from that of each separate component or stakeholder involved. However, the system optima usually differ from the sum of individual optima (Wardrop, 1952). For this reason, it seems appropriate to analyse both system and individual visions while taking decisions about collaboration alternatives.

The present paper describes collaborative freight transport, its links with supply chain management, and aims at framing an assessment method for such systems based on group decision-making algorithm. Therefore we propose a group decision model to help decision makers in strategic collaborative logistics, transport design and planning. More precisely, the paper presents a procedure to identify decision groups from q set of comparable solutions, given a set of stakeholders. This method aims not to give a unique choice (or a selection of solutions) but proposes classify classification of the solution space in order to get a clear description of the possible decision groups and their potential incompatibilities. The data inputs and the individual estimations of each solutions are not explicitly addressed here and are supposed as known and made comparable by the given stakeholders. The paper is
organised as follows. Section 2 introduces the main concepts of collaborative logistics and freight transport systems. Section 3 proposes a group decision support procedure for collaborative transport strategic planning. The proposed method aims at guiding decision-makers in the design of integrated collaborative logistics. To illustrate the proposed method, Section 4 assesses five scenarios related to cooperative logistics solutions for the urban area of Lyon (France). This section presents the simulations results for each scenario and discusses the possibilities of derived consensus. Finally the paper concludes with the main lessons learned from the scenario assessment results and proposes further developments of the proposed method.

2. An overview of collaborative logistics

Over recent years, several strategies and logistic models have been developed in order to increase supply chain efficiency. Collaboration is one of the most promising areas of study in supply chain management (Simatupang and Sridharam, 2002; Roy et al., 2006; Simonot and Roure, 2007; Lambert, 2008; Evrard Samuel and Spalanzani, 2009; Blanquart and Carbone, 2011; Gonzalez-Feliu and Morana, 2011). In logistics, a collaborative approach requires sharing common goals and resources throughout the life cycle of the collaboration (Blanquart and Carbone, 2011). This life cycle could be modelled into four stages (Simatupang and Sridharam, 2002): (1) engagement process, (2) inter-dependence management, (3) implementation of operations and (4) evaluation of collaboration.

2.1. Types of collaboration

Collaboration is seen all along supply chains (Brewer, 2001), at different horizons and levels (Gonzalez-Feliu and Morana, 2011). In general, two types of collaboration can be distinguished, i.e. vertical collaboration and horizontal collaboration.

2.1.1. Vertical collaboration

Vertical collaboration is defined as (Becker, 2003) “a common process management in a supply chain by sharing complementary knowledge and resources in order to efficiently use synergies for planning, deployment, operation follow-up and control”. In vertical collaboration, three main approaches can be found:

1. Efficient Consumer Response (ECR) can be defined as a cooperative technique whose goal is maximizing total satisfaction of consumers by improving the economic performance of different actors within a supply chain. ECR is used first to promote automatic procedures to deal with supply chain links and thus reduce costs related to manual transactions such as command transmission and billing operations. In a second moment, all the processes are integrated in a unique procurement-distribution scheme for a better management of the entire supply chain (La Londe and Pohlen, 1996).

2. The Vendor Management Inventory (VMI) can be considered as the logical evolution of ECR (Roy et al., 2006). In this collaborative technique, the supplier is jointly responsible for warehouse re-supply on the basis of sales forecasts. This involves using collaborative actions (Waller et al., 1999). The Collaborative Planning, Forecasting and Replenishment¹ (CPFR) extends the VMI to the entire supply chain (Fliedner, 2003), mainly piloted by a supplier, who collaborates with a set of retailers and one or more logistics operators to coordinate sales, commands, stocks and shipments for a better operational management of the distribution supply chain.

¹ In 1998, the Voluntary Inter-Industry Commerce Standards committee® (VICS) published the VICS CPFR Guidelines, available online at: http://www.vics.org/committees/cpfr/
3. The Shared VMI technique has been developed in the UK and France (Simonot and Roure, 2007) and differs from the classic VMI in that it is developed and managed by a consortium of supply chain stakeholders sharing common destinations, i.e. retailers and/or facility areas. The shared CPFR extends the collaborative approach to a consortium of producers and/or grouped distribution stakeholders that pool their sales and logistics information to optimize their common resources (Rakotonarivo et al., 2009).

All these approaches have been mainly developed in grocery, textile and healthcare sectors (Roy et al., 2006), assume the use of outsourced transport. Transport carriers are seldom invited to discussions and strategic planning because they are considered only as subcontractors providing a specific service.

2.1.2. Horizontal collaboration

The second type of collaboration is the horizontal collaboration (Rakotonarivo et al., 2009). It is defined as the collaboration between a group of stakeholders of different supply chains acting at the same levels and having analogous needs. In the distribution supply chain, horizontal collaboration often takes place between two or more transport carriers (mainly small and medium sized companies), between two or more distribution companies (for example wholesalers), or between two or more retailers. To the best of our knowledge, this type of collaboration related to distribution logistics is not explicitly defined in the literature, in terms of typology and characterisation, since the concepts are new and start to be studied. We subdivide horizontal collaboration into three categories, which can be linked with the above vertical collaboration:

1. Bilateral collaboration is defined as the collaboration between two peers of the distribution supply chain, i.e. between two stakeholders belonging to the same echelon of the chain. Several types of bilateral collaboration can be observed. For example, producers can be associated for supply sharing in order to make bigger orders and reduce supply costs, or develop co-production strategies (TL&Associés and LET, 2009). Distribution companies can stipulate supply sharing agreements or common infrastructures like collaborative warehouses or shared cross-docking facilities (Rakotonarivo et al., 2009). Finally, retailers can perform minor actions more related to supply grouping than to logistics management.

2. Collaboration of logistics networks (Simonot and Roure, 2007): most logistics networks involve companies of the same type, as for example in the case of small transport operators, sales grouping networks for retailers or wholesalers associations. The main functions of these networks are related to supply coordination and logistics organization, and can be the organized extension of bilateral collaboration to three or more stakeholders.

3. Collaboration of open e-marketplace platforms: this form of collaboration is based on an electronic information exchange system by which potential customers for logistics services use to meet potential providers (Rakotonarivo et al., 2009). Specific services such as transport, storage, consolidation, or packaging, are offered by various providers.

In both vertical and horizontal collaborations, freight transport can be consolidated and pass through one or more warehouses and/or transhipment platforms (Iannone and Thore, 2010; Gonzalez-Feliu, 2012b; Lam et al., 2012). Moreover, the stakeholders including transport operators, warehouse keepers, logistics providers, producers, retailers, distribution companies and other agents can be involved in collaborative logistics at different levels. According to
Gonzalez-Feliu and Morana (2011), the first collaboration phase involves transactions. In this phase, the only collaboration is related to the correct execution of transactions by each involved stakeholder. Then, subsequent informational collaboration concerns information exchange that represents the basis of cooperation between stakeholders. Finally, the decisional collaboration phase involves decision making at different levels (i.e. operational, tactical and strategic planning) and is usually based on partnerships or cooperation agreements (Lambert, 2008).

2.2. The involvement of different stakeholders in collaboration

Since collaboration involves at least two different individuals, it is important to define the involved stakeholders in logistics and freight transport organizations to understand how the collaboration can affect current logistics schemes (Stathopoulos et al., 2011). All along each supply chain, several stakeholders interact to complete all the tasks necessary to produce and distribute a product. These stakeholders are of different nature and present different levels of involvement (Lambert et al., 1998).

First, the “shippers” are the stakeholders that are at the origin of a delivery (Marcucci et al., 2004, Lam et al., 2012). The stakeholders that act at deliveries’ destinations are called “receivers” (Gonzalez-Feliu and Morana, 2011). They can be the different producers involved in the manufacturing phases of a product (mainly raw products, components, or machines) such as final product manufacturers, logistics providers, distribution and gross commerce enterprises. The retailers can be considered as the final destination of the products (Marcucci and Gatta, 2013a), except for home delivery services, where a new stakeholder (the end consumer) is added (Russo and Comi, 2006). The second category of stakeholders is that of the “transport providers”, defined as the stakeholders that physically execute a transport operation (McKinnon, 2001). This category includes transport carriers that actually make a delivery and the shippers or receivers making own-account transport (Ambrosini and Routhier, 2004). A third category includes the involved value stakeholders all long of the supply chain (Brewer, 2001) such as platform management companies, logistics providers and transport management services (Danielis et al., 2005). Transport providers play a crucial role of collaborative logistics initiatives, mainly in urban areas (see, for instance, Muñuzuri et al., 2005; Dablanc, 2007; Paglione and Gatta, 2007; Marucci and Danielis, 2008; Marcucci et al., 2012; Morana et al., 2013). Yet other involved stakeholders can be considered: public administrations, highway companies or customs operators (Rakotonarivo et al., 2009). Their possible implication in logistics collaboration seems less important with respect to the three main categories since they are mainly seen as external actors of the supply chain. Their collaboration is mainly related to transactions and basic communication. In any case, the heterogeneity of the involved stakeholders and the different goals and degrees of implication for each member has to be considered (Marcucci et al., 2012; Gatta and Marcucci, 2013; Marcucci and Gatta, 2013a,b).

In cooperative process, the decision concerns the choice from a set of possible strategies or solutions implemented for middle and long-term strategies. In this context, two or more decision-makers collaborate at a decisional level to find a common organizational solution. These decision-making processes need to take into account not only individual but also the group viewpoint. This highlights the need for conciliation between each individual’s viewpoint and a systemic perspective that is not always close to individual optima. In the past, the notions of group decision-making and reasoning communities have been studied in-depth in some fields such as healthcare or aeronautics (Yearwood and Stranieri, 2011) or household location choice (Marcucci et al., 2011). A reasoning community can be defined as a group or community of individuals that engage in dialogue with each other in order to reason toward
action (Yearwood and Stranieri, 2006). Moreover, this community engages in a process that involves three main phases (Yearwood and Stranieri, 2010):

- **Individual reasoning**: each individual seeks evidence, organises it and ultimately establishes claims that represent his or her preferred position or beliefs.
- **Communication of reasoning**: this phase describes the transmission of all aspects of individual and coalesced reasoning to others.
- **Coalesced reasoning**: this phase seeks to obtain an acceptable solution for the entire community. Coalesced reasoning does not mean that an agreement is reached but each individual’s choice is understood and accepted as valid by the community even if the divergence of views is such that agreement is impossible.

### 3. Collaborative transport design and strategic planning: an integrated approach

Collaborative logistics involves several stakeholders. Moreover, transport management is often externalized and is not explicitly taken into account in logistics and supply chain management issues. This section describes the method to assist stakeholders in collaborative logistics and freight transport solutions, in a strategic planning horizon. This method aims at assisting both the communication of reasoning and the coalescent reasoning phases and at identifying whether consensus can be reached, or whether negotiation is necessary. The decision support methodology can be summarised as follows:

1. **Strategy design**: given a group of decision makers and their main goals, a set of envisaged strategies can be defined. For this purpose, patterns can be derived from the conceptual scheme proposed above.

2. **Strategy simulation**: each stakeholder calculates the decision function for each strategy envisaged by using existing tools in a comparable way. A global decision function taking into account a systemic approach is then estimated.

3. **Individual clustering phase**: this phase corresponds to individual reasoning. For each decision-maker, solutions are compared and grouped in order to define their main groups of interests. A clustering tree and decision ranking are built for this issue.

4. **System clustering phase**: by analogy to the individual clustering phase, the same clustering analysis for the value of the decision function is applied to the global system.

5. **Dominance phase**: for each solution, the dominance with respect to the other solutions is examined at individual and system levels.

6. **Decision group identification**: decision groups are defined based on the dominant solutions obtained at the previous phase. Then an analysis of solution selection is performed to help the decision-makers reach consensus or adapt their decision criteria to converge at a common position.

In the next section, more details of the proposed method are presented by providing a description of each of the phases defined above.

---

2 In this study, and more precisely in the scenario simulation example, we assume a set of strategies, although in a more general framework strategy design would be supported by a dialog and analysis process that allows to identify a set of suitable solutions.
3.1. Collaborative transport design in the context of supply chains

The first phase includes designing suitable strategies of integrated logistics and freight transport. In this phase, the main elements of supply chain and transport management are combined to define an integrated solution that meets the targets of their potential users (Blanquart and Carbone, 2008). As seen in section 2, vertical and horizontal collaborations can take place complementarily on transportation, warehouse and platform management schemes. Then graphic presentation can be proposed in the form of a diagram. This diagram uses the concepts of geographical and institutional proximities (Blanquart and Carbone, 2008) and should aim at facilitating the optimization of the supply chain, inventories, freight transport and level of service at a strategic planning horizon (Crainic and Laporte, 1997; Gonzalez-Feliu and Morana, 2011). Although there is no general agreement on the design of the graphic presentation used, “a well-executed map can enhance the strategic planning process, ease distribution on key information, facilitate supply chain redesign or modification, clarify channel dynamics, provide a common perspective, enhance communications, enable monitoring of supply chain strategy, and provide a basis for supply chain analysis” (Gardner and Cooper, 2003). Consequently, the following diagram to link logistics and transportation collaboration (see Figure 1).

This diagram specifies the various relationships which bind the stakeholders in the supply chain. It is important to include transport management issues in strategic logistics planning. Although many authors have studied collaborative logistics (Lambert et al., 1996; Simatupang and Sridharam, 2002, Min et al., 2005; Simonot and Roure, 2007; Lambert, 2008), the main works are related to production coordination and inventorying-sales informational collaboration. However, transport management seldom takes into account other logistics operations (except for inventory). Therefore, in the current economic and legislative context Diaz-Hernandez et al., 2012, it seems vital for firms to associate (or re-associate) transport and logistics flows for both economic and policy reasons (Gonzalez-Feliu and Morana, 2011).
Figure 1. Collaborative practices connecting distribution logistics and freight transport

This leader can be a producer or manufacturer, a distribution company, a platform management company, a 3PL/4PL enterprise or a consultant.

Organisational and institutional proximities

Upstream (Multipick)

Downstream (Multidrop)

Vertical collaboration

Efficient Consumer Response

1. Distribution pooling
2. Single VMI\(^1\) – CPFR\(^2\)
3. Mutual VMI - Mutual CPFR

Warehouse / Logistics Platform

Horizontal collaboration in transport (Transport operators and freight forwarders)

1. Transport pooling ➔ 2. Closed or semi-closed networks ➔ 3. Open collaborative platforms

Remarks: \(^1\) VMI: Vendor Management Inventory, \(^2\) CPFR: Collaborative Planning, Forecasting and Replenishment
At this point, a key element appears in the implementation of collaborative practices, namely the need for all the individuals in the supply chain to be involved in its operations. These collaborative practices highlight the "relational structure of the supply chain" (Lambert et al., 1998). Little can be proposed without considering the role of power and influence in relationships between two or more individuals (Bonet-Fernandez, 2009); however, recognition of the work of each member of the supply chain facilitates the success of collaboration.

3.2. Strategy simulation method

The strategy simulation is an important stage of the decision support methodology since in this phase the different solutions defined in phase 1 are assessed by each stakeholder. To do this, it is important to have an integrated tool that estimates the costs\(^3\) (and or benefits) of each solution for each stakeholder in a similar way in order to make possible a comparison not only among solutions for a single stakeholder but also among different stakeholders. At this stage, several simulation methods can be used. In general, these methods need to follow three general steps to support a collective solution search:

1. Scenario construction: from the solution set defined in phase 1, a set of scenarios is defined. Each scenario represents a realistic situation where the corresponding strategy is deployed. Therefore the resulting logistics and transport system is assumed operational. In order to compare these scenarios, the logistics demand must be the same for all of them, as well as the decision variables, i.e. the measure or measures used by each stakeholder to compare two or more solutions.

2. Decision function definition: from the decision variables, a standard decision function is chosen. This function should meet the needs of each decision maker to assess and evaluate the possibilities of each strategy with respect to his or her goals and stakes. Moreover the chosen decision function is estimated for each stakeholder on the same assumptions and estimation methods to make it transferable to each decision maker.

3. Transport service simulation: in order to simulate the scenarios, it is suitable to estimate the transport plans related to the organizational and technical choices. For each scenario, the different stakeholder’s transport services are simulated using a tactical planning tool and the decision variables are calculated.

4. Decision function estimation: to prepare the communication among partners and support the search of consensus, it is important to provide a unified evaluation based on the same decision function for each involved decision maker. For this reason, from the results of the transport service simulation, the decision function is estimated for each solution and stakeholder.

The decision function associates to each solution a decision value. In other words, it is the result of a decision support analysis that quantifies the suitability of a solution for a decision maker. Note that the decision function can be issued of different decision support methods. In this paper we do not aim at making an extensive literature review on this subject but at proposing a set of the most common methods in transport sciences. Combinatorial optimization is often used in freight transport planning (Crainic and Laporte, 1997; Nemhauser and Wosley, 1999; Barnhart

---

\(^3\) These costs are defined by the group of collaborating stakeholders that need to agree into a standard cost estimation in order to support the search of a consensus (Raifa et al., 2002)
and Laporte, 2007), mainly dealing with strategic and tactical planning. Economic analysis methods are used in strategic and long term issues assessment, for instance in cost-benefit analysis approaches for infrastructure and high-investment project evaluation (Prest and Turvey, 1965; Layard and Glaister, 1994; Tudela et al., 2006; DG REGIO 2008). Econometric methods are also used in forecasting studies (Johnston, 1972; Mannering and Hensher, 1987; Washington et al., 2003). Moreover, multi-criteria decision support is also used in project assessment or in pilot evaluation (Velton and Stewart, 2002; Tudela et al., 2006; Campos Gouvêa et al., 2009). Other methods are adopted in more pluri-disciplinary approaches, such as empirical and statistical methods (Wonnacott and Wonnacott, 1990; Nijkamp and Blaas, 1994) or mathematical modelling (Ortuzar and Willumsen, 2001; Hensher and Button, 2001; Kutz, 2003; Wadell and Ulfarsson, 2004; Marcucci and Musso, 2010; Portoghesi, 2011).

3.3. Individual clustering phase

Once the strategies envisaged are defined and discussed, each decision-maker starts his/her individual reasoning phase. At this point, each decision-maker analyses and assesses each solution in order to define priorities and orientate the goals in a further phase of discussion and quest for consensus. Therefore, it is important to define a homogeneous set of decision variables in order to compare each individual’s choices. More precisely, the goal of the individual reasoning support method is to group the solutions into homogeneous clusters, then to provide a key for comparison. This is done by carrying out a hierarchical cluster analysis (Ward, 1963). According to Tan et al. (2006), two types of methods are distinguished. Agglomerative approaches begin with  \( n \) clusters, one for each solution, and merge them iteratively until one cluster consisting of all  \( n \) objects remains (Kaufman and Rousseeuw, 1990; Davidson and Ravi, 2005). Divisive approaches (Boley, 1998; Hastie et al., 2009) work in an opposite way. Indeed, these approaches begin with one cluster of \( n \) objects; then it is split iteratively until \( n \) singleton clusters are defined.

To identify these decision groups, it is necessary to explore each decision-maker’s solution space and group the alternatives into solution clusters, i.e. subsets of solutions considered close or equivalent by the decision-maker. The next step is to perform a group analysis to find similarities and synergies between each decision-maker’s solution clusters. In this paper we chose an adapted agglomerative nesting algorithm, also known as Agnes algorithm (Struyf et al., 1996), for the following reasons. The Agnes cluster method allows making groups by aggregating step by step the solutions in a more intuitive way than divisive approaches (Lattin et al., 2003). Moreover, it is possible to evaluate the distance between two clusters at each step, making it easy to find a set of clusters that meet the decision makers’ constraints. The details of the Agnes clustering method are presented in Appendix.

3.4. Group clustering phase

Analogously to the individual clustering phase, a clustering analysis can be carried out on a systemic perspective. In this case, the same decision function is used on both the individual clustering phase and on the overall system. Then, the Agnes clustering algorithm is used on the system decision function set in the same way as for individual clustering.
3.5. Dominance phase

The dominance phase is performed after defining the similarity clusters to analyse the dominance relations between clusters. Each solution is examined in comparison to the others on the basis of the value of the decision function. A table showing the dominances between solutions is used to report all the solutions for each strategy and each decision-maker. This is done by extending the concept of dominance used by Wierzbicki (1980) and Brans and Vincke (1985), which is very common on several families of non-additive multi-criteria methods. However, additive functions or operators are not used to define dominance but use the clustering analysis to find the dominant solutions to make the method suitable for both quantitative and qualitative definitions of the decision function. Given two strategies \( A \) and \( B \) for each decision maker \( k \), where \( A \) and \( B \) are included in different clusters \( i \) and \( j \), we can state that \( A \) dominates \( B \) if the distance between these two clusters is greater than the corresponding decision threshold \( \delta^k \). That can be formalised mathematically as follows:

\[
A > B \text{ if } A \in i, B \in j, i \neq j \text{ and } d_{ij} > \delta^k \quad \forall k
\]

where \( A > B \) means \( A \) dominates \( B \). Then, for each strategy and decision-maker, all the other strategies dominated by the one considered can be represented in a dominance tree (Cimitile and Visaggio, 1995) or in a dominance table.

3.6. Decision group identification

Afterwards, the decision groups can be defined by crossing all the data of the dominance table. To do this, the Agnes algorithm is applied to the data issued from the dominance phase. The algorithm is used to group the stakeholders under one or more groups of envisaged solutions. In other words, a set of decision groups is identified, and the distances between these groups. If only one decision group is found, the selected solutions are Pareto optimal, i.e. are considered as equivalent for each stakeholder. In the case two or more groups are found, a further analysis of consensus mechanisms or compensation strategies is necessary to find a consensual decision for the entire set of stakeholders.

4. An example of application

To illustrate the method proposed, five scenarios are formulated for assessing collaborative strategic transport planning. Although the proposed method is designed to support decisions in general supply chain and transport management, the proposed application aims to focus on last mile distribution for two reasons. The first is that last mile optimization is one of the most challenging subjects in both research and practice (Toth and Vigo, 2002). The second is that several collaborative approaches have started to be developed in this context, mainly in the last years (Muñozuri et al., 2006; Allen et al., 2007; Benjelloun et al., 2010; Gonzalez-Feliu and Morana, 2010; Russo and Comi, 2011). Collaboration seems to be an important issue for urban goods transport optimization, but currently the existing studies related to urban logistics and transport management deal mainly with individual reasoning (Crainic, 2008; Russo and Comi, 2011). For all these reasons, the example of application will deal with LTL distribution in urban areas.

---

\(^4\) If \( A \) and \( B \) are in the same cluster, \( A \) and \( B \) are considered as equivalent, so no dominance can be defined.
4.1. Scenario description

The proposed scenarios involve five LTL transport operators. Each operator has a depot, several satellites for consolidating the cargo, and two fleets of trucks, which are different for each company (one fleet of light goods vehicle and one fleet of standard trucks). The total number of customers is 408, and there are 12 satellites. Moreover, each customer can be served by more than one carrier.

We simulate a total of five scenarios, described below:

S0. No collaboration with distribution using current vehicles. The reference situation represents a non-collaborative strategy where only big trucks are used. A large number of customers are visited due to the bigger capacity of the vehicles. This scenario is the reference situation.

S1. VMI strategy with usage of small vehicles instead of the current big vehicles. In this scenario it is assumed that each operator follows a VMI strategy. No horizontal collaboration is supposed, and vertical collaboration leads to a more frequent delivery service. The demand to deliver is then lower than that of S0, which makes possible the use of small vehicles. This results on a larger number of small routes due to the smaller capacity of the vehicles.

S2. VMI strategy with two-echelon transport and cross-docking systems. Starting with the assumptions of S1, the transport system is modified to introduce a two-echelon schema where the big trucks are used for distributing the cargo to the satellites, and from them to the final customers using the smaller vehicles. As for S1, no horizontal collaboration is supposed, and the vertical collaboration presents also the co-ordination between the two transport echelons.

S3. Collaborative VMI with transport pooling between two carriers, and S3 strategies for the other three carriers. This scenario presents a shared VMI approach involving two operators, the others implementing a classic VMI approach as in the second scenario. The collaborating customers share their satellites, and consolidate cargo destined for the same customers which also share their fleets of small trucks.

S4. Collaborative VMI among all carriers with a transport pooling system. The last scenario assumes a collaborative transportation sharing network where all the operators collaborate, using all the cross-docking platforms to consolidate the cargo destined for the same customers and sharing their fleet of small trucks.

Each transport company is supposed to assess the solutions on the basis of its yearly operational cost. To do this, a yearly distribution profile is defined (mainly two period: regular weeks and holiday weeks), and standard routes are planned for each week. Thus, we define two demand profiles, i.e., two typical delivery days, one for each period. Although these scenarios are analysed from the viewpoint of transport companies, their integration in global logistics systems have been taken into account. More precisely, scenario S0 is built on the basis of regular routes without a link with sales forecast and inventory management while scenarios S1 to S4 result from VMI approaches that lead into a more complex transport schema presenting two main periods and more frequent routes.

5 A light vehicle is assumed to have a maximum total weight of 3.5 tones. The total weight of a standard truck is between 7 tones and 12 tones.
The demand used to define the non-VMI and the VMI profiles is issued from estimation following the estimations provided in Rakotonarivo et al. (2009). The demand is estimated on the basis of standard censorial data from the French Institute of Statistics (SIRENE file of year 2005) using the Freturb model (Gonzalez-Feliu et al., 2012, 2013), to generate the number of deliveries corresponding to a set of establishments. The study area is Lyon’s urban region. In 2006, this area consisted of about 2,000,000 inhabitants and 800,000 households. The application database derives from the 2006 household trip survey of Lyon urban area (Sytral, 2006), from which related demography information can be extracted. Then from the SIRENE file of year 2005 the information related to retailing activities is related to each zone of the urban area (the overall surveyed territory has been divided into a set of about 750 zones. From the SIRENE file the data corresponding to the small grocery retailers of Lyon and Villeurbanne is extracted (about 400 establishments). These retailers will be the final destinations of the freight to be delivered and are grocery retailers with a total surface lower than 400 m². Then 12 cross-docking platforms are created and located in the near periphery of city, mainly in industrial zones, extracted from the SIRENE file. The depots are located in the peri-urban area, also known as the far periphery of the city. After that, a quantity of freight is associated to each delivery as on Gonzalez-Feliu and Salanova (2011).

To simulate the freight routes distribution, each company’s transport plan is estimated using the fast heuristic algorithm designated for two-echelon transport optimization in urban areas (Gonzalez-Feliu and Salanova, 2011). First, a non-hierarchical clustering method is applied to assign customers to a set of vehicles. Second, the routes are built based on a semi-greedy algorithm. The cost of the routes are fixed costs (driver basically) and variable costs (length, time, consume and contamination). To estimate the travel time, average speeds are used, with higher values for the access to the route, and lower values for the in-route travel.

### 4.2. Results of analysis

We present below the main simulation results as well as a collaborative decision making analysis. To assess the scenarios, we defined the decision function as the yearly cost by converting the distance travelled of each route to a monetary cost, using the ratios of Generalitat de Catalunya (2011)\(^6\). The values of the decision function are shown in Table 1. From this table, it is difficult to decide what the best solution for all transport operators is. By applying the method proposed, we obtain the following decision function values for each transport operator (see Table 1):

---

\(^6\) We consider fuel costs, maintenance and vehicle insurance (related to the distance travelled) and crew costs, related to travel time (in hours). This travel time estimated from the distances travelled and average urban speeds (Gonzalez-Feliu et al., 2012)
Table 1. Values of the decision function\(^7\) for each transport operator

<table>
<thead>
<tr>
<th>Scenario</th>
<th>Operator</th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
<th>5</th>
<th>Total</th>
</tr>
</thead>
<tbody>
<tr>
<td>S0 Big vehicles</td>
<td></td>
<td>84</td>
<td>112</td>
<td>121</td>
<td>99</td>
<td>139</td>
<td>557 295</td>
</tr>
<tr>
<td>S1 Small vehicles</td>
<td></td>
<td>97</td>
<td>110</td>
<td>103</td>
<td>81</td>
<td>138</td>
<td>532 349</td>
</tr>
<tr>
<td>S2 Single VMI</td>
<td></td>
<td>103</td>
<td>139</td>
<td>106</td>
<td>104</td>
<td>102</td>
<td>556 632</td>
</tr>
<tr>
<td>S3 Bilateral Pooling</td>
<td></td>
<td>100</td>
<td>139</td>
<td>78</td>
<td>104</td>
<td>102</td>
<td>525 505</td>
</tr>
<tr>
<td>S4 Network</td>
<td></td>
<td>98</td>
<td>154</td>
<td>91</td>
<td>62</td>
<td>75</td>
<td>482 154</td>
</tr>
</tbody>
</table>

We observe that each transport operator has different priorities and costs. For example, transport operator 1 seems to perceive a loss in all the solutions, with respect to the reference situation whereas transport operator 5 has a strong preference for scenario S4 (a collaborative network between all the partners), but the global “optimum” that satisfies every decision-maker cannot be found without more detailed analysis.

4.2.1. Individual reasoning phase

To pursue the analysis for each individual transport operator, we calculate the dissimilarity matrixes for each decision-maker as the percentage variation of each solution’s cost with respect to S0. The same is done for the entire system. Moreover, each transport operator defines a decision threshold\(^8\) \(\delta\), reported in Table 2.

Table 2. Decision threshold values of the function for each transport operator

<table>
<thead>
<tr>
<th>Operator</th>
<th>Decision threshold (\delta)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>10%</td>
</tr>
<tr>
<td>2</td>
<td>15%</td>
</tr>
<tr>
<td>3</td>
<td>10%</td>
</tr>
<tr>
<td>4</td>
<td>5%</td>
</tr>
<tr>
<td>5</td>
<td>15%</td>
</tr>
</tbody>
</table>

We apply the Agnes algorithm on each decision maker’s dissimilarity matrix and construct their corresponding cluster tree and decision ranking. The results of the clustering phase are synthesised below. Note that for transport operators 2, 4 and 5, solutions 2 and 3 present the same cost, since these solutions assume collaboration only between transport operators 1 and 3. Therefore, in the clustering analysis, solutions 2 and 3 are already grouped for these three operators, resulting in 4 starting clusters instead of five.

---

\(^7\) Annual costs in euros estimated from the simulation results (travelled distances and travel times) using the cost tables proposed by Generalitat de Catalunya (2011)

\(^8\) The decision threshold defines the margin within what two solutions can be considered as equivalent by a decision maker. Their inclusion on the Agnes method is explained in Appendix 1.
**Transport operator 1** (Figure 2): The clustering analysis shows two main solution clusters whose average radius \( r_c \) is less than the decision threshold \( \delta_1 \). The first contains only solution 0, and the second includes all the other solutions. Moreover, we observe that these two clusters are not close: the radius of a cluster grouping all the solutions is about 18%. On the other hand, solutions 1 to 4 are very close: their cluster radius is about 2%, very far from the decision-maker’s limits (5%). When observing the decision ranking, it can be seen that solution 0 is preferable to the other solutions, showing that all the proposed alternatives result in significant cost increases.

![Agnes Cluster Tree](image)

**Figure 2. Cluster Tree and Decision Ranking for transport operator 1**

**Transport operator 2** (Figure 3): From the clustering results, two solution clusters can be defined. The first contains solutions 0 and 1, which are less close and the second includes all the other solutions. The second includes solutions 2, 3 and 4. The first cluster presents a very small radius, whereas the second is near the decision-maker’s limits. Indeed, the second cluster’s radius is almost 6%, which corresponds to \( \delta_2/2 \). Moreover, these two clusters are less close than those of transport operator 1, i.e. the radius of a unique cluster grouping all the solutions is close to 30%, which is almost twice that observed for transport operator 1. The decision ranking shows similar results: solution 0 is preferred, although transport operator 2 also includes solution 2 in the first cluster.
Figure 3. Cluster Tree and Decision Ranking for transport operator 2

Transport operator 3 (Figure 4): In this case, four solution clusters are identified. Indeed, a result with fewer clusters presents at least one cluster whose radius is higher than the decision-maker’s limits. The decision ranking shows that solution 3 is the most efficient in terms of annual cost, followed by solution 4. Solutions 1 and 2 are less good but they still represent a significant improvement with respect to solution 0.

Figure 4. Cluster Tree and Decision Ranking for transport operator 3
Transport operator 4 (Figure 5): The resulting decision tree is different from the other operators. We observe three solution clusters, but two of them contain only one solution. The cluster containing all the solutions presents a large radius (about 30%). Regarding the decision ranking, strategy no. 4 is the most efficient, followed by solution 1, both of which are better than the other alternative strategies.

![Agnes Cluster Tree](image1)

**Figure 5.** Cluster Tree and Decision Ranking for transport operator 4

Transport operator 5 (Figure 6): In this case, also three clusters are defined. Indeed, grouping solutions into two clusters leads to a cluster with a large radius (20%), and a unique cluster would present the largest radius (more than 30%). When examining the decision ranking, it can be seen that solution 4 is the best solution, followed by the cluster containing solutions 2 and 3, then by solutions 0 and 1.

![Agnes Cluster Tree](image2)

**Figure 6.** Cluster Tree and Decision Ranking for transport operator 5
4.2.2. Group clustering results and dominance analysis

Finally, to analyse the system’s viewpoint, we repeat the same analysis taking into account the global costs for the system (Figure 7). In order to establish a set of suitable clusters, we consider the lowest threshold of all the decision-makers, i.e. 5%. Two groups are then identified: the first contains solution 4; the second includes all the others, with a radius of about 2%. The radius of a cluster containing all the solutions is about 10%. Regarding the decision ranking, we observe that the cluster of solution 4 surpasses the other cluster, so it can be said that solution 4 is more suitable than the others.

![Agnes Cluster Tree and Decision Ranking](image)

**Figure 7.** Cluster Tree and Decision Ranking for the overall system

In order to group the transport operators before the consensus research phase, we propose to synthesize the clustering analysis results in Table 3:

<table>
<thead>
<tr>
<th>Transport operator</th>
<th>System</th>
</tr>
</thead>
<tbody>
<tr>
<td>S0</td>
<td>&gt;All</td>
</tr>
<tr>
<td>S1</td>
<td>&gt;2,3,4</td>
</tr>
<tr>
<td>S2</td>
<td>&gt;0</td>
</tr>
<tr>
<td>S3</td>
<td>&gt;All</td>
</tr>
<tr>
<td>S4</td>
<td>&gt;0,1,2</td>
</tr>
</tbody>
</table>

**Table 3.** Dominance table.

<table>
<thead>
<tr>
<th>Transport operator</th>
<th>System</th>
</tr>
</thead>
<tbody>
<tr>
<td>S0,S1</td>
<td>S3,S4</td>
</tr>
<tr>
<td>S1,S4</td>
<td>S2,S3,S4</td>
</tr>
</tbody>
</table>

Remark: ND means non-dominance
According to table 3, we can establish two main decision groups and select two main strategies to be discussed by different decision makers in their consensus research phase. S4 seems a good solution for operators 3, 4 and 5 and S0 seems the most efficient for operators 1 and 2. Regarding S3 (which mainly concerns operators 1 and 3, since it is based on their bilateral collaboration), a priori it is a good alternative for operator 3 but not for operator 1, so it seems preferable to abandon it. Let us examine them more precisely. Whereas operators 3, 4 and 5 seem to reach easy agreement on strategy S4, it will be more difficult for operators 1 and 2. For operator 1, S4 leads of an 18% cost increase, whereas for operator 2, this increase is about 20%. On the other hand, operator 3 makes 13% savings on costs, and operators 4 and 5 make respectively 40% and 60% savings on costs. A strong-dominating solution is not identified, but strategy 4 seems to be the preferred by both a slight majority of the decision makers and by the system. Negotiation (Raifa et al., 2001) is then required to make the decision-makers converge to a consensual choice.

4.2.3. An argument discussion for research of consensus and negotiation

To initiate the discussion on negotiation, we can say that each adoption of a solution will lead to a compensation mechanism if all the partners are to join in a consortium agreement. Focusing on solution 4, transport operators 1 and 2 will require compensations to accept the solution proposed since it is more costly for them than the current situation. Using the method proposed, we will assess four compensation strategies, and compare them to a reference situation. Each compensation strategy is noted as a “hypothesis” that should not be confused with the solutions examined above (as we focus on solution 4 in this phase). The hypotheses proposed are the following (the results of this simulation are presented in table 4 after the description of the hypotheses):

- **H0**: Reference, i.e. a hypothesis of no compensation. It is assumed that each transport operator accepts the cost increases or gains as they are stated in the simulation of solution 4. This hypothesis has a strong impact on decision makers 1 and 2, since solution 4 represents a non-negligible cost increase for them.
- **H1**: equal distribution of cost savings. This hypothesis assumes that all the partners communicate their cost increases or savings, they calculate the overall cost savings with respect to solution 0 and then they divide them into 5 equal parts. The impact is strong for all the partners but in different ways: transport operators 1 and 2 and 3 have small cost savings with this hypothesis, since the distribution of the overall savings compensates their respective cost increases. Transport operator 3 has a slightly lower cost saving in comparison to hypothesis H0, but transport operators 4 and 5 have significant differences: their cost savings are about half those of hypothesis H0.
- **H2**: compensation of cost increases without other distribution of savings. In this hypothesis, cost increases are compensated by cost savings, proportionally. In other words, the amount of the overall cost increases of transport operators 1 and 2 is deducted, proportionally, from the cost savings of the remaining operators. The remaining savings are not re-distributed, so operators 1 and 2 present neither cost increases nor savings, and operators 3 to 5 conserve a large part of their savings.
- **H3**: compensation of cost increases with equal distribution of remaining savings. The last hypothesis assumes the same compensation mechanism of cost increases as for H3 but adds an equal distribution of the remaining savings. This hypothesis leads to a
homogeneous distribution of savings (all operators present savings from 15 to more than 18%), but it mainly penalises the operators whose operational costs are lower (operators 4 and 5).

**Table 4.** Cost savings in comparison to the current situation (Solution 0), for each transport operator and in averages (in percentage)

<table>
<thead>
<tr>
<th></th>
<th>H0</th>
<th>H1</th>
<th>H2</th>
<th>H3</th>
</tr>
</thead>
<tbody>
<tr>
<td>Operator 1</td>
<td>-18.2%</td>
<td>8.6%</td>
<td>0.0%</td>
<td>18.4%</td>
</tr>
<tr>
<td>Operator 2</td>
<td>-20.0%</td>
<td>3.1%</td>
<td>0.0%</td>
<td>16.0%</td>
</tr>
<tr>
<td>Operator 3</td>
<td>22.0%</td>
<td>13.4%</td>
<td>9.0%</td>
<td>15.2%</td>
</tr>
<tr>
<td>Operator 4</td>
<td>40.1%</td>
<td>22.0%</td>
<td>27.7%</td>
<td>15.5%</td>
</tr>
<tr>
<td>Operator 5</td>
<td>59.9%</td>
<td>23.1%</td>
<td>41.5%</td>
<td>15.8%</td>
</tr>
<tr>
<td>Average</td>
<td>16.1%</td>
<td>15.8%</td>
<td>15.6%</td>
<td>16.2%</td>
</tr>
</tbody>
</table>

Remark: Percentages are estimated according to the assumption that prices of freight transport services will remain unchanged for each operator.

We apply the proposed method and report the results of the dominance phase in table 5. In this case, it can be seen that one of the solutions matches all the decision-makers’ dominant solution set. Indeed, since the marginal savings are high for transport operators 3 to 5, we observe that all the transport operators consider hypothesis H2 as one of the dominant solutions. Moreover, decision makers 1 and 2 can adopt all the compensation schemes, the only unsuitable hypothesis being H0.

**Table 5.** Dominance table for compensation situations.

<table>
<thead>
<tr>
<th>Transport operator</th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
<th>5</th>
</tr>
</thead>
<tbody>
<tr>
<td>H0</td>
<td>ND</td>
<td>ND</td>
<td>&gt;All</td>
<td>&gt;All</td>
<td>&gt;All</td>
</tr>
<tr>
<td>H1</td>
<td>&gt;0</td>
<td>&gt;0</td>
<td>ND</td>
<td>&gt;3</td>
<td>&gt;1, 3</td>
</tr>
<tr>
<td>H2</td>
<td>&gt;0</td>
<td>&gt;0</td>
<td>ND</td>
<td>&gt;3</td>
<td>ND</td>
</tr>
<tr>
<td>H3</td>
<td>&gt;All</td>
<td>&gt;All</td>
<td>ND</td>
<td>ND</td>
<td>ND</td>
</tr>
<tr>
<td>Situations envisaged for operator considered</td>
<td>1, 2, 3</td>
<td>1, 2, 3</td>
<td>0, 1, 2, 3</td>
<td>0, 1, 2</td>
<td>0, 2</td>
</tr>
</tbody>
</table>

Remark: ND means non-dominance

We can conclude that in this situation consensus can be reached, but it requires a discussion and information exchange phase that is difficult to simulate. Whatever the case, the method proposed would guide and support this discussion, by enabling group decision-making and the quest for consensus by all the decision makers.

5. **Conclusion**

In this paper we defined vertical and horizontal collaborative logistics and freight transportation, and proposed a framework to support the main strategic planning decisions from a group
viewpoint. After reviewing the main forms of collaboration, we proposed a method to assist each stakeholder for analysing each solution and communicating with the other stakeholders in order to reach consensus. This framework is based on a hierarchical cluster analysis and a decision ranking method. To illustrate the method, we proposed an assessment of five possible strategies for collaborative transportation in last-mile freight distribution. The simulation results show two identified decision groups, and a consensus seems to be difficultly reached without negotiation (the convergence towards a unique solution for all operators is not explicit). To support negotiation, three compensation hypotheses are proposed and assessed using the proposed algorithm. The results show an application of the method and how it can support a group of heterogeneous decision makers in the choice of a common collaborative freight distribution strategy. However, the method is not able to substitute real negotiation, but can be a decision support tool for dialogue and communication in the search of agreement or consensus.

In conclusion, collaborative logistics and freight transport systems appear to be interesting strategies but each involved decision maker can diverge from the others on the best form of collaboration. Consequently, it is necessary to develop decision support systems that involve all the decision makers concerned, by preparing them to be predisposed to discussion and convergence through consensus. The proposed method can assist decision makers but it is important to note that the final decision has to be taken by these stakeholders. Although private stakeholders often have a cost-reasoning orientation in strategic decision making, other criteria, such as quality and service accuracy, are elements that cannot be neglected. Moreover, real estate and public authorities’ stakeholders often adopt a multi-criteria viewpoint when dealing to strategic decision making. Further extension includes applying the proposed framework to cost-benefit analysis and multi-criteria decision-making under stochastic demand (Carrillo Murillo, 2011) in order to introduce tactical decisions in strategic planning.
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Appendix: Adaptation of an Agnes clustering algorithm to collaborative decision support

The Agnes clustering method proposed in section 3 is derived from Struyf et al.’s (1996) method. It can be defined as follows.

Take a group of \( M \) decision-makers discussing the development of collaborative logistics and a transport system, and a set of \( N \) possible strategies. Each decision-maker is considered as an individual and each strategy to be assessed can be identified as a solution of the decision problem envisaged, i.e. the objective of group reasoning. In this context the decision problem is to reach consensus on choosing the best strategy for the group, but this solution does not necessarily lead to an optimal system. It is assumed that each solution will be examined by each decision-maker and that each of the latter has the same information concerning the potential costs and benefits of each strategy, in order to assess if it is advantageous for them. Moreover, each decision-maker uses the same techniques and assumptions in order to ensure the use of a homogeneous decision scale. To assist each decision-maker to find the most suitable solution and examine the difficulties preventing convergence to consensual decision, the paper proposes to analyse the main decision groups in the community. A decision group is defined as a group of individuals converging to the same solution. In other words, it is a subset of decision-makers who consider the same solution as good for them, even if it is not always the best alternative, and agree to implement it.

Denote the set of decision-makers as \( V_d=\{1; \ldots; k; \ldots; M\} \), and the set of strategies as \( V_s=\{0; \ldots; i; \ldots; N\} \). Each strategy \( i \) is then assessed by decision-maker \( k \) on the basis of the decision function \( f^k(i) \). Each decision-maker \( k \) defines a vector \( F^k \) of the decision functions as follows:

\[
F^k = \begin{bmatrix}
f^k(1) \\
\vdots \\
f^k(i) \\
\vdots \\
f^k(N)
\end{bmatrix}
\]

where \( f^k(i) \) is the value of the decision function for strategy \( i \).

Therefore each decision maker \( k \) defines their dissimilarity matrix \( D^k \) as follows:

\[
D^k = \begin{bmatrix}
0 & D^k_{1j} & \ldots & D^k_{1N} \\
\vdots & \ddots & \vdots & \vdots \\
D^k_{ij} & \ldots & 0 & D^k_{iN} \\
\vdots & \ddots & \ddots & \vdots \\
D^k_{N1} & \ldots & D^k_{Nj} & 0
\end{bmatrix}
\]

where \( D^k_{ij} \) is the distance between solutions \( i \) and \( j \).

Given \( F^k \) and \( D^k \), we can then explore the solution space of each decision-maker, using the agglomerative nesting algorithm which works as follows. First, in the initialization phase, we define \( N \) clusters (one for each solution of decision vector \( F^k \)). We define each cluster’s centroid \( c_i \) as a dummy solution whose decision function is the average of the values for each solution included in the cluster. In the initialization phase, this centroid is characterized by \( f(c_i)=f(i) \) and \( D_{c_i,i}=0 \). Then, at iteration \( e \), we compare all the clusters and merge the two that are closest to each
other. In other words, given set $V_e$ of clusters at iteration $e$, we merge clusters $i$ and $j$ if $D_{ij}^k < D_{gh}^k; g, h \in V_e$.

This cluster is denoted as $c$ and then the cluster’s centroid is associated to the decision function $f^k(c)$ as follows:

$$f^k(c) = \text{Average}_{i \in c} f^k(i).$$

Next, each distance to the cluster’s centroid is recalculated in the following way:

$$D_{ci}^k = f^k(k) - f^k(c).$$

We define the cluster radius $r^{kc}$ as the average distance between a solution in the cluster and its centroid, i.e. $r^{kc} = \text{Average}_{i \in c} D_{ci}^k$.

Although the main clustering methods merge clusters by pairs, we consider that the situation where a cluster has the same or a very similar distance to two others can occur. Consequently, we define the incomparability threshold $u$ for each decision-maker $k$, and given a cluster $i$, compared to other two clusters $j$ and $l$. If $u_{il} < u$, we merge clusters $i, j$ and $l$, and calculate all the corresponding attributes of the new cluster (decision function, centroid and, for each solution, its distances to the centroid).

The iterations are repeated until it is found a single cluster grouping all the solutions. Then, for each decision-maker, we select the number of decision clusters to be retained for analysis. To do this, each decision-maker $k$ defines a comparability threshold $\delta_k$ as the distance between two solutions under which he/her considers that they can belong to the same cluster. In other words, we consider that clusters $i$ and $j$ have to be taken into account separately if $r^{kc} > \frac{\delta_k}{2}$.

Once the number of solution clusters has been defined, we build a solution ranking diagram in which the priorities are represented.
Analogously to the individual clustering phase, we can define the decision function vector $F$ and dissimilarity matrix $D$ by taking a systemic view. Indeed, if we aggregate the values of each decision-maker’s decision function for solution $i$, we obtain the value of decision function $f(i)$ for the global system:

$$F = \begin{bmatrix} f(1) \\ \vdots \\ f(i) \\ \vdots \\ f(N) \end{bmatrix}$$

where $f(i)$ is the value of the decision function.

Then, the dissimilarity matrix can be defined as follows:

$$D = \begin{bmatrix} 0 & \ldots & D_{ij} & \ldots & D_{IN} \\ \vdots & \ddots & \vdots & \ddots & \vdots \\ D_{ij} & \ldots & 0 & \ldots & D_{IN} \\ \vdots & \ddots & \vdots & \ddots & \vdots \\ D_{N1} & \ldots & D_{Ni} & \ldots & 0 \end{bmatrix}$$

where $D_{ij}$ is the distance between solutions $i$ and $j$. 

Figure 8. Example of a cluster tree and a decision ranking for a decision-maker having a set of six solutions
Then, hierarchical clustering is carried out in a similar way for each decision maker. The function values are, therefore, those corresponding to a systemic approach integrating all the individuals. In other words, the values of $F$ for the system do not show explicitly which decision-makers are the most advantaged or disadvantaged, but only show the value of the decision from a system viewpoint. The Agnes cluster Tree and the Decision Ranking are then calculated using the same algorithm as for individual clustering but on a systemic perspective.