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Abstract

A better understanding of the relationship between economic development and biodiversity loss is of great relevance, given the current rapid extinction of species along with challenges born from the context of economic development in poor countries. The purpose of the current study is to provide a sound analysis, within the framework of an Environmental Kuznets Curve, of the relationship between economic development and pressure on biodiversity. Drawing on the most up-to-date data on threatened species from 48 sub-Saharan African countries, we used Maximum-likelihood and generalized spatial two-stage least-squares estimators to account for spatial-autoregressiveness in the dependent variable, as well as in the explanatory variables and in the disturbances of the models. We find evidence that supports an inverted U-shaped relationship between development and biodiversity imperilment, measured as the percent of threatened bird species. The results also reveal some species-level differences in the biodiversity-development relationship, since the Environmental Kuznets Curve hypothesis doesn’t hold for mammals. This analysis contributes to the literature by partially challenging the paradigm of a strictly negative relationship between biodiversity and development in a developing countries context.
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1 Introduction

The XI/22 decisions of the Convention on Biological Diversity –CBD– at its eleventh Conference of Parties invites parties to integrate the three objectives of the CBD into sustainable development and poverty eradication programs, plans, policies, and priority actions, taking into account the outcomes of the Rio+20 Conference (UNEP, 2012). Target 2 of strategic goal A of the Aichi Biodiversity Target, in the same vein, recommends that by 2020, at the latest, biodiversity values have been integrated into national and local development and poverty reduction strategies and planning processes and are being incorporated into national accounting, as appropriate, and reporting systems (UNEP, 2010). The link between biodiversity, poverty eradication and development, which had been treated as separate issues, is now widely accepted and appears explicitly in international agendas.

The widespread acceptance of this link is justified since biodiversity and the many ecosystem services that it provides are a key factor determining human wellbeing (MEA, 2005). Moreover, biodiversity loss has direct and indirect negative effects on several factors such as food security, vulnerability, health, energy security, clean water, social relations, and basic materials (MEA, 2005), which are also essential for economic and human development. Competing development goals, such as food production, however, contribute to accelerate erosion of biodiversity, to the extent that our natural stock of capital is being reduced (TEEB, 2009).

The depletion of biodiversity is now one of the most important environmental threats that humanity faces (Chapin et al., 2000; Tilman, 2000; MEA, 2005). Regarding the consequences of biodiversity loss however, not all people are impacted equally. Changes in ecosystems disproportionately harm many of the world's poorest people, who are less able to adjust to these changes and who are affected by even greater poverty, as they have limited access to substitutes or alternatives (MEA, 2005). The less developed regions in the world, where the poorest people, most vulnerable to biodiversity loss, live, are also regions where threats to biodiversity are the highest (Du castel, 2007). The Sub-Saharan Africa –SSA– region is a good illustration of such a developing region that is at the forefront of priorities in terms of conservation as well as development needs (cf. Figure 1 in Appendix A). Indeed, the SSA region ranks first in terms of highest and relatively steady poverty rate since 1981 according to World Bank reports (Haughton and Khandker, 2009). The SSA region is home to also almost one-quarter of the “biodiversity hotspots”, i.e. areas around the world where
exceptional concentrations of endemic species are undergoing exceptional loss of habitat (Myers et al., 2000).

Despite the fact that the CBD decisions and Aichi targets recommend moving forward with integrated strategies, practically speaking, policies that tackle conservation and development issues together are not likely to be implemented any time soon. Furthermore, we suppose that the consideration of these pro-conservation recommendations does not affect, for the meantime and especially in developing areas, the on-going development strategies whether they are incentives or disincentives for biodiversity conservation. Given the importance of biodiversity in the transition to integrated strategies, it is important to discuss further whether tireless efforts to meet development and poverty reduction will not lastingly compromise biodiversity. The problematic is especially of great relevance, in areas where biodiversity depletion is already an issue of great concern. In others words, since we need to deal with development and poverty challenges – for a region like SSA which is also a “biodiversity hotspot”– shall we be optimistic or pessimistic about biodiversity and the maintenance of related local and global environmental services?

The matter of whether economic development worsens or strengthens biodiversity conservation has been overlooked in the literature. A number of researchers share a pessimistic view and forecast a conflict between economic growth and biodiversity conservation (Chambers et al., 2000; Czech, 2003; Trauger et al., 2003). They suggest that increased growth of the economy implies higher threats to biodiversity (Asafu-Adjaye, 2003; Freytag et al., 2009). Other scholars, more optimistically, reject the monotonic relationship assumption and argue that the relationship between economic growth and biodiversity conservation varies along the development path. They predict a “virtuous circle” after a threshold of development is reached, thus implying an environmental Kuznets curve for biodiversity (Naidoo and Adamowicz, 2001; McPherson and Nieswiadomy, 2005; Pandit and Laband, 2007; Mills and Waite, 2009). The logic is that when enough financial wealth accumulates, especially in per capita terms, society refocuses on solving environmental problems (Czech, 2008). As we can see, empirical findings have not yet provided a clear-cut answer to the question of the impact of economic development on pressure on biodiversity, even less for a specific geographical area. In this paper, we propose further investigation on the issue and provide a sound analysis for the specific area of the SSA region.
We suggest that the current rapid loss of biodiversity will decrease once a certain economic level is reached in SSA, indicating the existence of an EKC. Following McPherson and Nieswiadomy (2005) regarding the existence of spillover effects into surrounding countries for biodiversity loss, we control for spatial autocorrelation in models. Regarding the concerns of our study, i.e. threats to biodiversity, there may be several sources of spatial dependence in data and therefore different possible spatial specifications. First, national policies for conservation of biodiversity may be influenced by policies in neighboring countries, resulting in a pattern of political spatial dependence. This can be modeled through a spatial lag model – LAG– (or first-order spatial auto-regression model–SAR (1)). Second, there may be spillovers between countries. For example, if a country introduces regional or national policies to promote biodiversity, this can have positive effects in neighboring countries, since species (like birds or mammals) are mobile and– if noteworthy to say – do not respect political boundaries. This can be tested through a spatial lag model. Third, unobserved variables may be related by a spatial process, such as climate variables. In this case, a spatial error model – SEM model- is to be estimated. As there is no theoretical argument to choose or exclude a specification a priori, we test a Cliff-Ord model (also known as Kelejian-Prucha model), that enable us to test for the simultaneous presence of spatial lag and spatial error in data or the presence of one or the other. In this way, our paper is the first to consider a Cliff-Ord model in biodiversity Kuznets curve framework. We go further by also addressing the critiques of Elhorst (2010) and Corrado and Fingleton (2011), who noted that evidence of spatial dependence, is likely to capture the omission of spatially correlated omitted variables. In response, we test a model that includes spillovers associated with first order spatial autoregression and spatially lagged explanatory variables, called the Spatial Durbin Model (SDM model).

The argument proceeds in four parts. First, we examine BKC investigation in the literature and from this identify methodological striking points that we consider to improve our empirical approach. Second, we describe our methodology and modeling techniques. Thereafter, we analyze the data and discuss our results, while the final section concludes and shows how our findings can inform policymakers.

2  Biodiversity Kuznets Curve: Mains findings and methodological issues

The first empirical environmental Kuznets curve—EKC—studies appeared independently in three working papers: Grossman and Krueger (1991); Shafik and
Bandyopadhyay (1992); and Panayotou (1993) (cf. Dinda, 2004). In these seminal papers, environmental degradation is predicted to increase with growing income up to a turning point, beyond which environmental quality improves with higher income per capita. A large body of literature has investigated the EKC theory after these first works, and substantial evidence supporting the EKC has been provided for various types of environmental damage, such as air pollution (Grossman and Krueger, 1991; Kearsley and Riddel, 2010), water pollution (Shafik, 1994; Heerink et al., 2001), and deforestation (Bhattarai and Hammig, 2001; Culas, 2007). Stern (2004) and Dinda (2004) provide thorough surveys. More recently, a number of studies have dealt with the possibility to expand the EKC theory to biodiversity loss (Naidoo and Adamowicz, 2001; McPherson and Nieswiadomy, 2005; Pandit and Laband, 2007; Mills and Waite, 2009). They examine whether the threat to biodiversity appears to rise up to a certain level of per capita income and thereafter decline. These investigations, i.e. research on empirical evidence for a biodiversity Kuznets curve—BKC hereafter—face a lot of challenging methodological issues. The first is related to the choice of biodiversity indicator, the second to the shape of the BKC, the third to spatial autocorrelation in data.

2.1 On the choice of biodiversity indicator

Studies of how development path affects biodiversity run into difficulties in appraising biodiversity erosion. We do know that a precise measurement of environmental damage is important in studying the EKC whose aim is to describe a general relationship between the economy and the environment (Bagliani et al., 2008). For the concern of BKC specifically, should the threat to biodiversity be measured as a threat to particular species, ecosystem, genes, or as a threat to overall biodiversity? Part of the answer will depend on theoretical arguments that could support the empirical evidence for a BKC. According to Naidoo and Adamowicz (2001), the rising then falling threat to biodiversity along the development path is a result of the interaction of income elasticity, institutional design, and biological characteristics. The rise of income per capita would result in a higher demand for species protection, for example, that would induce policy responses, manifested by more stringent biodiversity conservation policies. To the extent that individual preferences may be expressed, it is likely that the link between income and species will vary by taxonomic group. As evidence, diverse studies show that conservation efforts have been motivated less by the degree of threat and more by whether the species belong to a particular charismatic taxonomic group (Simon et al. 1995; Metrick and Weitzman 1996, 1998; Dawson and Shogren, 2001; Mahoney, 2009). Furthermore, according to Czech et al. (1998), some taxa (birds and
mammals) are particularly advantaged in terms of both their social construction and the 
amount of political power endowed to them by various conservation groups. Following these 
arguments, biodiversity should not be considered as a whole in the biodiversity-development 
relationship. Yet for some authors, studies that do so, such as those that use data on specific 
species as biodiversity indicators, do not account for variations in ecosystems which directly 
affect species diversity. They do not include the overall risk of biodiversity loss that includes 
risk to genetic as well as ecosystem diversity (Mozumder et al., 2006).

Regarding empirical findings, robust evidence for a BKC has been found when using 
threatened birds as an indicator (Naidoo and Adamowicz, 2001; McPherson and 
Nieswiadomy, 2005; Pandit and Laband, 2007). Hence, there is an inverted U-shaped 
relationship between the ratio of threatened birds and per capita income levels, although 
empirical explanation is not clearly developed in the literature. The existence of an inverted U 
relationship is not compelling for other taxa. Studies using a multidimensional or global 
indicator such as the National Biodiversity Risk assessment Index (NABRAI) (Mozumder et 
al., 2007) or species richness (Dietz and Adger, 2003) do not support, in general, an EKC 
relationship for biodiversity. This likely reveals the ambiguousness of a global indicator for a 
BKC investigation and tends to support a taxa-level indicator.

2.2 On the shape of the BKC

Another important sticking point in the literature on BKC is the shape of the curve. A 
U-shaped curve admits the expectation to see a “rising limb” at higher income levels, 
assuming, for instance, an increase in species diversity of the same magnitude of their erosion. 
Because the process by which species become extinct proceeds markedly more rapidly than 
that by which new species are created (Schubert and Dietz, 2001), such replenishment of 
species diversity at the same rate of their loss seems impossible. It is therefore proposed that, 
instead of a quadratic shape, the BKC may be modeled as a hyperbolic curve which combines 
the “falling limb” of the EKC and a slowing of biodiversity loss (Schubert and Dietz, 2001). 
The hyperbolic BKC postulates that structural changes or income elasticity of demand for 
biodiversity cannot reverse the impact of development acceleration on biodiversity loss. Even 
if the irreversibility of the relationship is comprehensive, due to ecological thresholds 
(Dasgupta, 2000) and the unique nature of the damage (e.g., loss of critical habitat and 
keystone species), a BKC is theoretically possible, albeit perhaps very difficult to achieve 
(Mills and Waite, 2009). Schubert and Dietz (2001) have tested a linear, quadratic, and
hyperbolic functional form, for species richness and GDP per capita. They found that the quadratic form has no better fit than the others but failed to empirically identify the best shape for the relation between income and biodiversity. Dietz and Adger (2003) also failed to provide evidence to justify preference for a hyperbolic BKC. Mills and Waite (2009) notice that Dietz and Adger (2003) inadvertently obscure a parabolic relationship by the way they graphed their data. They find, extending the work of Dietz and Adger (2003), that the simple parabolic model is significant and better than linear and hyperbolic models.

2.3 Spatial interactions

A recent development in the EKC literature especially, which is focused on biodiversity, is the incorporation of spatial information to account for spatial autocorrelation. Although geographical areas (or cross-sectional units) form the basic unit of analysis in most EKC studies, virtually all have ignored underlying spatial relationships among units (Rupasingha et al., 2004). Ignoring spatial dependence leads to model misspecification (Anselin, 1988) and accounting for transboundary influences could significantly alter the perceived shape of the EKC (Maddison, 2006). Concerning biodiversity, spatial autocorrelation is a typical problem (Kerr and Burkey, 2002). Indeed, the distribution of plants and animal species is determined by geophysical, atmospheric, and ecological factors that cut across political jurisdictions (Pandit and Laband, 2007). Consequently, factors that influence biodiversity threats may extend or operate beyond arbitrary political boundaries and risks to biodiversity in one country may similarly impact biodiversity in neighboring countries through spillover effects. McPherson and Nieswiadomy (2005) were the first to consider the problems surrounding spatial autocorrelation, investigating the EKC for threatened species. While they find evidence for both spatial error dependence and spatial lag in the data, corroborating the presence of positive spatial dependency, they only report results for the spatial lag model. Pandit and Laband (2007), however, establish that spatial error models result in greater explanatory power than spatial lag models for mammals, birds, amphibians, and vascular plants. Regarding the impact of spatial information on BKC findings, Pandit and Laband (2007) notice that spatial dependence affects their results only for mammals and amphibians. Mills and Waite (2009) on the contrary, find that the inclusion of the spatial covariates does not change the results or the direction of any of their previous models on BKC with species richness as the biodiversity indicator.

Spatial econometrics encounters a lot of skeptics, due to the fact that the spatial autocorrelation in the dependent variable is often significant (Corrado and Fingleton, 2011).
As noted by Corrado and Fingleton (2011), this is likely due to the omission of spatially correlated omitted variables. In addition, the choice of the relevant spatial model is another sticking point in spatial analysis. No study to date on a spatial BKC has taken into consideration the existence of both spatial error dependence and spatial lag in the data, although it is possible. There is also a lack of analysis which tries to investigate, beyond the information that biodiversity loss in one country is significantly influenced by adjacent countries, which specific aspects of those adjacent countries affect biodiversity in the referent country.

3 Empirical analysis

In view of the literature review in part 2, our analysis will focus around the following points. First, we will use specific taxa data and not aggregated data for biodiversity. Second, we will test a hyperbolic BKC and a quadratic BKC. Finally, we will focus on improving the spatial analysis, a necessary step in providing robust evidence for the development-biodiversity link.

3.1 Data

We aim to discover biodiversity trends along the development path in some specific developing areas, where biodiversity is already deteriorating and where there is an irrepresible need for development and hence poverty reduction. When considering the combination of development and poverty reduction priorities along with biodiversity conservation ones, the SSA region ranks first. We decide then to focus on that region.

For measuring the pressure on biodiversity, we use the Percentage of Threatened Species (PTS) for birds and mammals at the country level for Sub-Saharan African countries. Birds and mammals species are the only taxonomic groups for which all species have been reviewed by the IUCN (Stattersfield and Capper, 2000; Hilton-Taylor, 2000). Hence we will estimate the model for two dependent variables, $PTS_{BIRD}$ and $PTS_{MAM}$. We calculate the latter for each taxon as the percentage of threatened species to known species in 2011 for mammals and in 2012 for birds.

Gross domestic product per capita (PCGDP) in constant 2005 US$, normalized for purchasing power, was used as an indicator of economic development. By adjusting for differences in cost of living and exchange rates between countries, gross domestic product in
purchasing power parity provides a better estimate of development and wellbeing in each country.

As control variables in the models, we select a spectrum of socio-economic and ecological characteristics of countries that are likely to have an influence on species imperilment. For socio-economic data, we use population density (per sq. km) at the country level (DENS), as Dietz and Adger (2003), Asafu-Adje (2003), and Pandit and Laband (2007). Following Kerr and Currie (1995), and Asafu-Adje (2003), we also employ, as a socio-economic variable, the percentage of agricultural land area (AGRI). We use as ecological variable, the percentage of endemism in birds (PESBIRD) and endemism in mammals (PESMAM) in each country, as Naidoo and Adamowicz (2001), McPherson and Nieswiadomy (2005), Pandit and Laband (2007), and Pandit and Laband (2009). The definition, interpretation, and source of data are given in Appendix B.

Table 1. Descriptive statistics

<table>
<thead>
<tr>
<th>Variables</th>
<th>Unit</th>
<th>N</th>
<th>Mean</th>
<th>S.D.</th>
<th>Min</th>
<th>Max</th>
</tr>
</thead>
<tbody>
<tr>
<td>PTSBIRD</td>
<td>%</td>
<td>48</td>
<td>3.63713</td>
<td>3.41543</td>
<td>.66335</td>
<td>15.29412</td>
</tr>
<tr>
<td>PTSMAM</td>
<td>%</td>
<td>48</td>
<td>9.442919</td>
<td>5.81406</td>
<td>3.22581</td>
<td>31.57895</td>
</tr>
<tr>
<td>Constant</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>PCGDP</td>
<td>US$</td>
<td>48</td>
<td>2312.876</td>
<td>3266.579</td>
<td>333.6729</td>
<td>15196.24</td>
</tr>
<tr>
<td>PCGDP²</td>
<td></td>
<td>48</td>
<td>2.02e+07</td>
<td>5.63e+07</td>
<td>134586.4</td>
<td>2.72e+08</td>
</tr>
<tr>
<td>PCGDP⁻¹</td>
<td></td>
<td>48</td>
<td>0.0011598</td>
<td>0.0007067</td>
<td>0.0003151</td>
<td>0.0040747</td>
</tr>
<tr>
<td>PESBIRD</td>
<td>%</td>
<td>48</td>
<td>2.86305</td>
<td>8.019604</td>
<td>0</td>
<td>43.9834</td>
</tr>
<tr>
<td>PESMAM</td>
<td>%</td>
<td>48</td>
<td>4.167945</td>
<td>11.93176</td>
<td>0</td>
<td>80.08659</td>
</tr>
<tr>
<td>DENS</td>
<td>hab./sq.km</td>
<td>48</td>
<td>76.62095</td>
<td>106.6808</td>
<td>2.325264</td>
<td>587.7394</td>
</tr>
<tr>
<td>AGRI</td>
<td>%</td>
<td>48</td>
<td>47.93657</td>
<td>21.24915</td>
<td>8.244424</td>
<td>86.53946</td>
</tr>
</tbody>
</table>

We use averages of the explanatory variables for a period of 20 years (1992-2011), in line with McPherson and Nieswiadomy (2005). The intuition behind this procedure is to account for the fact that an indefinite span of time exists between anthropogenic factors and changes in biodiversity. This procedure also makes our study immune to short-term effects. The expected signs for the impact of our explanatory variables on the percentage of threatened species are presented in Appendix C. Our sample consists of 48 observations (Cf.
Appendix D for the list of countries present in the study). Table 1 presents descriptive statistics for all variables.

3.2 Spatial analysis

Assuming that spatial autocorrelation is a common problem for biodiversity data (Kerr and Burkey, 2002), we take into account spatial dependence and its magnitude among countries belonging to our sample. We look for evidence that the values for the percentage of threatened species of a taxon in Sub-Saharan African countries are more spatially clustered than they would be under random assignment. For this matter, we use spatial econometric techniques in order to include spatial relationships among observations (Anselin, 1988; Lesage and Pace, 2009). Spatial autocorrelation measures the intensity of the relationship between observations and their degree of resemblance. Each observation is described by one attribute (the dependent variable) and by proximity relations (weight matrices). If the presence of the attribute in one country makes its presence in a nearby country more or less likely, then there is spatial autocorrelation. There is no spatial autocorrelation if there is no relationship between the proximity of countries and their degree of resemblance. Spatial dependence may also arise from omitted variables which are spatially correlated, such as climatic conditions. Such an effect is called a spatial error. The latter can also be due to a wrong specification of the functional form or to measurement errors. Whatever the source of spatial dependence (spatial lag and/or spatial error), standard econometric techniques are no longer appropriate, especially the method of ordinary least squares. Instead, other estimators are proposed in the literature (see Anselin, 1988; Lesage and Pace, 2009; for further discussion on this topic).

3.2.1 Definition of neighborhood through spatial weight matrices

In spatial econometric models, neighborhood is defined exogenously, and this through weight matrices. A spatial weights matrix $W$ is a matrix of dimension $N \times N$ which brings together the neighborhood relations between observations, here countries. For instance, $W_{12}$ gives the neighborhood relationship between country 1 and country 2. And self-neighbors are excluded (i.e. diagonal elements are equal to 0 or $w_{ii} = 0$).

We use two matrices. Matrix $W_{cij}$ is based on 1st order contiguity, i.e. two countries are neighbors if they share a common border such that:

$$w_{cij} = 1 \text{ if countries } i \text{ and } j \text{ share a common border}$$

$$w_{cij} = 0 \text{ otherwise}$$

According to Pandit and Laband (2007), such a matrix is more efficient than higher order adjacency, Euclidean distance between centroid points of adjoining countries, and percentage
of shared border. Next, following the idea proposed by McPherson and Nieswiadomy (2005), we construct the matrix $W^B_{ij}$ that contains the length of common borders between two countries such that:

$$w^B_{ij} = d$$

with $d$, the length of the border in km between country $i$ and country $j$.

Both weights matrices are row-standardized such as $\sum_j w_{ij} = 1$ for $i = 1, \ldots, n$. In other words, each element in row $i$ is divided by the sum of $i$’s elements. Thus, lagged values will be averages of the variable at stake over the set of neighbors for each country $i$. Detailed information on matrices are given in Appendix B.

### 3.2.2 Econometric modeling

We adopt a specific-to-general approach. This step-by-step procedure enables comparative analysis between simple and spatial models. It is also useful to better capture the importance of considering spatial information in the analysis. We shall then start out with non-spatial BKC models. We test the two different functional forms proposed in BKC literature: quadratic and hyperbolic. Our basic regression model for the quadratic equation is:

$$PTS_i = \beta_0 + \beta_1 \text{PCGDP}_i + \beta_2 \text{PCGDP}_i^2 + \beta_3 \text{DENS}_i + \beta_4 \text{AGRI}_i + \beta_5 \text{PES}_i + u_i$$

[1]

The hyperbolic equation is:

$$PTS_i = \beta_0 + \beta_1 \text{PCGDP}_i^{-1} + \beta_2 \text{DENS}_i + \beta_3 \text{AGRI}_i + \beta_4 \text{PES}_i + u_i$$

[2]

$$u \sim N(0, \sigma^2).$$

Table 2 presents the Huber-White sandwich estimator (Huber, 1967; White, 1980) and some scalar statistics for all models. The Huber-White sandwich estimator, or robust estimates of variance, gives estimates of the standard errors that are robust to the fact that the error term is not identically distributed. The overall explanatory power of the basic models is good for birds and mammals (see adjusted $R^2$), which is confirmed by the fact that these models are statistically significant. Both the hyperbolic and linear equations fit the data significantly (see F-statistics) but the income terms are significant at the 1% level only for birds in quadratic equation. The corrected AIC score that is recommended to account for
small sample sizes (Burnham and Anderson, 2002), instead of AIC, is lowest for the quadratic equations (see AICc). According to the best model, as determined by $R^2$, F test, t-test for GDP variables parameter, and AICc, the quadratic equation best fits our data. The remainder of this article will then focus on the quadratic equation for the BKC.

Table 2. Robust ordinary least square estimation of percent of threatened species (1992–2011 lagged averages of independent variables)

<table>
<thead>
<tr>
<th>Biodiversity indicators</th>
<th>PTS$_{BIRDS}$</th>
<th>PTS$_{MAM}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Variable</td>
<td>Model 1</td>
<td>Model 2</td>
</tr>
<tr>
<td>PCGDP</td>
<td>3.60e-04*</td>
<td>8.24e-05</td>
</tr>
<tr>
<td></td>
<td>(1.85)</td>
<td>(0.20)</td>
</tr>
<tr>
<td>PCGDP$^2$</td>
<td>-1.940e-08*</td>
<td>1.31e-08</td>
</tr>
<tr>
<td></td>
<td>(-1.88)</td>
<td>(0.54)</td>
</tr>
<tr>
<td>PCGDP$^{-1}$</td>
<td>-163.244</td>
<td>-776.778</td>
</tr>
<tr>
<td></td>
<td>(-0.73)</td>
<td>(-1.08)</td>
</tr>
<tr>
<td>PES$_{BIRDS}$</td>
<td>0.346***</td>
<td>0.344***</td>
</tr>
<tr>
<td></td>
<td>(7.56)</td>
<td>(7.42)</td>
</tr>
<tr>
<td>PES$_{MAM}$</td>
<td></td>
<td>0.299***</td>
</tr>
<tr>
<td></td>
<td></td>
<td>(14.89)</td>
</tr>
<tr>
<td>DENS</td>
<td>0.010***</td>
<td>0.010**</td>
</tr>
<tr>
<td></td>
<td>(3.92)</td>
<td>(3.39)</td>
</tr>
<tr>
<td>AGRI</td>
<td>-0.009</td>
<td>-0.057*</td>
</tr>
<tr>
<td></td>
<td>(-1.07)</td>
<td>(-2.25)</td>
</tr>
<tr>
<td>_cons</td>
<td>1.888***</td>
<td>2.396***</td>
</tr>
<tr>
<td></td>
<td>(5.21)</td>
<td>(4.25)</td>
</tr>
<tr>
<td>F-test</td>
<td>35.18***</td>
<td>31.63***</td>
</tr>
<tr>
<td></td>
<td>52.10***</td>
<td>62.46***</td>
</tr>
<tr>
<td>r2_adjusted</td>
<td>0.89306924</td>
<td>0.88475849</td>
</tr>
<tr>
<td></td>
<td>0.73138527</td>
<td>0.72105721</td>
</tr>
<tr>
<td>log-likelihood</td>
<td>-70.209197</td>
<td>-72.570293</td>
</tr>
<tr>
<td></td>
<td>-117.85022</td>
<td>-119.32043</td>
</tr>
<tr>
<td>AICc</td>
<td>154.46839</td>
<td>156.57059</td>
</tr>
<tr>
<td></td>
<td>249.75043</td>
<td>250.07087</td>
</tr>
</tbody>
</table>

N=48; *p<0.1; **p<0.05; ***p<0.01 ; t-statistics are in parentheses

The tests for global spatial autocorrelation using Moran’s statistic (cf. Appendix E) show that the dependent variables PTS$_{BIRD}$ and PTS$_{MAM}$ exhibit positive and significant spatial
autocorrelation with all matrices used. For example, using the standardized weights matrix \( W^c_{ij} \) for the variable PTS\(_{BIRD} \), Moran’s I has a positive value equal to 0.546 with p-value equal to 0. What is more, tests on regressions’ residuals indicate that the vector of disturbances exhibits spatial autocorrelation for PTS\(_{BIRD} \) and PTS\(_{MAM} \) in a multidirectional spatial model that includes both the spatial lag term and a spatially correlated error structure (see robust LM test in Appendix F).

Given the fact that the spatial tests do not exclude a specification a priori, and indicate the simultaneous presence of an effect related to spatial spillovers in the endogenous variable and a spatial effect associated with spatially correlated errors, we turn then to a more sophisticated model capable of capturing all spatial effects. Kelejian and Prucha (1998, 1999) note that, researchers often estimate a spatial lag model or a spatial error model. It is commonly the case in the BKC literature that authors estimate a spatial lag model, or a spatial error model. Such a choice could be justified by theory, but often it is rather motivated by technical considerations. McPherson and Nieswiadomy (2005), in their seminal paper on a spatial BKC, state explicitly that they do not estimate a lag model and a spatial error model simultaneously for technical reasons. Contrary to previous works on a spatial BKC (McPherson and Nieswiadomy, 2005; Pandit and Laband, 2007; Pandit and Laband, 2009), we estimate a Cliff-Ord model that enables estimation of a spatial lag (first-order spatial autoregressive model) and a spatial error (spatial autoregressive structure for the disturbance) together, as suggested by Kelejian and Prucha (1998, 1999), such that:

\[
\begin{align*}
PTS_i &= \lambda \sum_{j \neq i} w_{ij} PTS_j + \beta_0 + \beta_1 PCGDP_i + \beta_2 PCGDP_i^2 + \beta_3 DENS_i + \beta_4 AGRI_i + \beta_5 PES_i + u_i, \\
&\quad u_i = \rho \sum_{j \neq i} w_{ij} u_j + \epsilon_i, \text{ and } \epsilon \sim N(0, \sigma^2 I).
\end{align*}
\]

\( \lambda \) reflects the magnitude of spatial dependence between observations. This spatial parameter measures the intensity of spatial interactions through the lagged dependent variable, i.e. the dependence of a country on nearby countries. \( \rho \) is a measure of spatial correlation in the errors. In this model, if \( \lambda=0 \), we would refer to a spatial error model; otherwise, if \( \rho =0 \) we would refer to a spatial lag model.

\textit{A priori}, there is little guidance on the appropriate model. The spatial lag assumes that the pressure on birds in a country is influenced by the pressure on birds in neighboring countries via the parameter \( \lambda \); \( \rho \) captures the effects of spatially correlated omitted variables.
We rely on a maximum likelihood (ML) estimator and a generalized spatial two-stage least-squares (GS2SLS) estimator for the parameters of the Cliff-Ord model, as proposed by Drucker et al. (2011). The GS2SLS estimator produces consistent estimates whether errors are assumed to be independent and identically distributed (IID) or independent but heteroskedastically distributed, where the heteroskedasticity is of unknown form (Kelejian and Prucha (1998, 1999, 2010); Arraiz et al. (2010); Drukker et al. (2010)). The ML estimator produces consistent estimates only when error terms are IID (Lee, 2004) but generally not in the heteroskedastic case (Arraiz et al., 2010). The skewness/kurtosis test for normality and Breush-Pagan test for heteroscedasticity in models revealed the residuals' non-constant variance only for the models using PTS\text{BIRDS} as indicators. We cannot reject residuals’ normality for models as well as homoscedasticity in residuals for models with PTS\text{MAM} (cf. Appendix G). We use Stata module SPREG (Drukker et al., 2011) for estimation. Our estimates of the two parameters indicate a high degree of spatial dependency. In the Cliff-Ord model for PTS\text{BIRDS}, the spatial lag parameter is positive but not significant. The spatial error parameter is negative and highly significant. In the PTS\text{MAM} Cliff-Ord model, we find, on the contrary, positive and significant spatial lag parameters and a non-significant spatial error parameter (cf. Tables 3 & 4). The difference of spatial dependence among taxa groups corroborates the fact that we may not specify a spatial dependence \textit{a priori}.

In light of the critiques of Elhorst (2010) and Corrado and Fingleton (2011), we continue our analysis by another alternative, which is the Spatial Durbin Model (SDM). The SDM contains a spatially lagged endogenous variable, as well as spatially lagged exogenous variables. According to Corrado and Fingleton (2011), the significativity of WY, as we find in the PTS\text{MAM} model, captures the omission of spatially correlated omitted variables. Nevertheless, we maintain that the presence of a lagged endogenous variable WY is necessary and, given the theoretical arguments discussed earlier in the introduction, we argue that the spatially lagged endogenous variable picks up a spatial effect that is due to one or more spatially independent omitted variables. For instance, when species migrate, it may matter substantially for country $i$ whether adjacent countries have important forested areas. If that is the case, the omission of such variables would lead to an overestimate of the degree of spatial dependence measured with a lagged dependent variable. Hence, we extend our analysis by including spatially lagged independent variables and therefore run a SDM model.
The basic form of the model is:

\[ PTS_i = \lambda \sum_{j \neq i} w_{ij} PTS_j + \beta_0 + \beta_1 PCGDPI + \beta_2 PCGDPI^2 + \beta_3 DENS_I + \beta_4 AGRI_I + \beta_5 PES_I + \Sigma_k \theta_k \sum_{j \neq i} w_{ij} X_{ik} + u_i, \]  

where the term \( X_{ik} \) is a set of \( k \) explanatory variables in \( j \) neighboring countries. We include here population density (per sq. km) DENS_LAG and agricultural land AGRI_LAG. \( \theta_k \) is the set of parameters associated with these variables. The SDM model includes spillovers of both the endogenous variables and explanatory variables. We estimate the model using the ML technique.

4 Results and discussion

Regarding the shape of the BKC, the analysis shows that the quadratic form is more appropriate than the hyperbolic one to represent our data in the BKC framework. It is then likely that the pressure on biodiversity reverses as income rises. More than a slowing of biodiversity loss, conservation efforts in a country can lead to replenishment of species in almost the same magnitude of species loss, albeit it may, perhaps, be very difficult to achieve, as noted by Mills and Waite (2009). Indeed, it is likely the case that the rising part of the shape of the BKC is constrained by irreversibility and uncertainty. Irreversibility is typical of biodiversity loss, as once a species has become extinct it cannot be restored (Taconni, 2000). Similarly, when some ecosystems are submitted to strong perturbations, they are unable to recover their original state (Holling, 1973; Peterman, 1980). Irreversibility in biodiversity can also have an economic aspect (Ciriacy-Wantrup, 1963) when the cost of restoring an ecosystem, with the aim of resuming the previous land use, is higher than the benefits of such an action. Uncertainty may be categorized into social and natural uncertainty (Ciriacy-Wantrup, 1963; Bishop, 1978). Social uncertainty refers to lack of knowledge about future income levels, technologies, institutions, needs and wants of current and future generations. Natural uncertainty refers to the lack of knowledge about ecological processes. Information on regeneration thresholds for biodiversity could be helpful to overcome problems with irreversibility in empirical analyses. The fact is that threshold levels are often unknown and, as such, lead to perilous analyses, since it depends on each particular component of biodiversity. While we do not take into account irreversibility and uncertainty in the models, evidence of a quadratic form for a BKC does not suggest that each species’ population will replenish after a threshold of income, but rather that the percent of vulnerable, endangered,
and critically endangered species, considered globally, is likely to decrease as the same rate it has increased.

Table 3. Non-spatial and CLIFF-ORD models with percent of threatened birds (1992–2011 lagged averages of independent variables)

<table>
<thead>
<tr>
<th></th>
<th>Non-spatial model</th>
<th>CLIFF-ORD $W_{ij}$</th>
<th>CLIFF-ORD $W_{ij}$</th>
<th>CLIFF-ORD $W_{ij}$</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>MCO</td>
<td>GS2SLS</td>
<td>ML</td>
<td>GS2SLS</td>
</tr>
<tr>
<td>PCGDP</td>
<td>3.60E-04*</td>
<td>3.38e-04***</td>
<td>3.34e-04***</td>
<td>3.26e-04**</td>
</tr>
<tr>
<td></td>
<td>(1.85)</td>
<td>(2.65)</td>
<td>(4.17)</td>
<td>(2.49)</td>
</tr>
<tr>
<td>PCGDP2</td>
<td>-1.940e-08*</td>
<td>-2.216e-08**</td>
<td>-2.286e-08***</td>
<td>-2.122e-08***</td>
</tr>
<tr>
<td></td>
<td>(-1.88)</td>
<td>(-3.38)</td>
<td>(-4.42)</td>
<td>(-3.28)</td>
</tr>
<tr>
<td>PES$_{BIRDS}$</td>
<td>0.346***</td>
<td>0.326***</td>
<td>0.351***</td>
<td>0.330***</td>
</tr>
<tr>
<td></td>
<td>(7.56)</td>
<td>(5.90)</td>
<td>(15.85)</td>
<td>(5.85)</td>
</tr>
<tr>
<td>DENS</td>
<td>0.010***</td>
<td>0.005*</td>
<td>0.001</td>
<td>0.006*</td>
</tr>
<tr>
<td></td>
<td>(3.92)</td>
<td>(2.48)</td>
<td>(0.86)</td>
<td>(2.35)</td>
</tr>
<tr>
<td>AGRI</td>
<td>-0.009</td>
<td>-0.001</td>
<td>0.015**</td>
<td>-0.003</td>
</tr>
<tr>
<td></td>
<td>(-1.07)</td>
<td>(-0.22)</td>
<td>(3.00)</td>
<td>(-0.44)</td>
</tr>
<tr>
<td>_cons</td>
<td>1.888***</td>
<td>1.341***</td>
<td>1.089***</td>
<td>1.475***</td>
</tr>
<tr>
<td></td>
<td>(5.21)</td>
<td>(4.27)</td>
<td>(4.98)</td>
<td>(4.52)</td>
</tr>
<tr>
<td>$\lambda$</td>
<td>0.186</td>
<td>0.091</td>
<td>0.170</td>
<td>0.050</td>
</tr>
<tr>
<td></td>
<td>(1.30)</td>
<td>(1.35)</td>
<td>(1.20)</td>
<td>(0.77)</td>
</tr>
<tr>
<td>$\rho$</td>
<td>-0.572**</td>
<td>-1.002***</td>
<td>-0.467*</td>
<td>-0.894***</td>
</tr>
<tr>
<td></td>
<td>(-2.89)</td>
<td>(-9.97)</td>
<td>(-2.22)</td>
<td>(-7.79)</td>
</tr>
<tr>
<td>ll</td>
<td>-70.209197</td>
<td>-55.206316</td>
<td>-60.806283</td>
<td></td>
</tr>
<tr>
<td>AICc</td>
<td>154.46</td>
<td>132.1</td>
<td>143.3</td>
<td></td>
</tr>
</tbody>
</table>

N=48; *p<0.1; **p<0.05; ***p<0.01 ;t-statistics (MCO) or Z-statistics (others models) are in parentheses.

As for concerns regarding the incorporation of spatial information, we find that spatial models fit better than models that omit spatial dependence, with respect to models reported in Table 3 and Table 4. For BKC models with PTS$_{BIRDS}$, the log-likelihood ranges from -60 to -55 (ML estimation), versus -70 for the non-spatial model (cf. Table 3). Furthermore, the Akaike information criterion suggests that the Cliff-Ord model with the $W_{ij}$ weight matrix
(standardized 1st order contiguity matrix) is more relevant than the non-spatial BKC and spatial BKC with $W_{ij}^B$ weight matrix (standardized share length borders matrix) using ML estimation. We also compare the Cliff-Ord model to an SEM model and we find the Cliff-Ord model more appropriate.

The spatial GS2SLS parameter estimates show no apparent differences from spatial ML parameter estimates. Spatial autocorrelation for bird species imperilment among SSA countries is the fact of spatial error dependence, regardless of the weight matrix and estimation methods used. The estimated $\rho$ is negative and significant in all BKC models with $\text{PTS}_{\text{BIRD}}$, indicating that an exogenous shock to one country will cause changes in the percentage of threatened birds in the neighboring countries. On the contrary, the estimated $\lambda$ is positive but not significant in all BKC models with $\text{PTS}_{\text{BIRD}}$.

For BKC models with $\text{PTS}_{\text{MAM}}$, the log-likelihood ranges from -110 to -107 (ML estimation), versus -117 for the non-spatial model (cf. Table 4). Furthermore, the Akaike information criterion suggests that the spatial Durbin model (SDM) with the $W_{ij}^B$ weight matrix (standardized share length borders matrix) is the most appropriate model for threatened mammal species. We likewise compare the SDM model to an SAR model and we find the SDM model more appropriate. The percentage of threatened mammal species in one country depends on the intensity of pressure on mammal species in adjacent countries, as well as on some characteristics of these adjoining countries.

The Cliff-Ord model for bird species shows evidence of a statistically significant relationship between PCGDP and $\text{PCGDP}^2$ and the percentage of threatened bird species. This finding is consistent regardless of model specification. The SDM model for mammal species shows, on the contrary, that the percentage of threatened mammals in a country in SSA cannot be explained by economic development variables. In all BKC models with $\text{PTS}_{\text{MAM}}$, the coefficient of PCGDP and $\text{PCGDP}^2$ are not statistically significant. The results confirm that the development-biodiversity relationship is complex and non-homogeneous across taxa groups, as suggested by Pandit and Laband (2009), who argue that the BKC presents some taxa-level differences. The findings, however, challenge previous results that have found an EKC curve for both birds and mammals but for a group of developed and developing countries (McPherson and Nieswiadomy, 2005; Pandit and Laband, 2007).
Table 4. Non-spatial, CLIFF-ORD and SDM models percent of threatened mammals (1992–2011 lagged averages of independent variables)

<table>
<thead>
<tr>
<th>Model</th>
<th>CLIFF-ORD $W_{ij}$</th>
<th>CLIFF-ORD $W_{ij}^R$</th>
<th>SDM $W_{ij}$</th>
<th>SDM $W_{ij}^R$</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>MCO GS2SLS ML GS2SLS ML ML ML</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>PCGDP</td>
<td>0.82e-04 1.57e-04 1.53e-04 1.59e-04 1.79e-04 0.25e-04 0.87e-04</td>
<td>(0.20) (0.56) (0.43) (0.61) (0.51) (0.07) (0.25)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>PCGDP2</td>
<td>1.310e-08 -1.084e-08 -6.233e-09 -7.931e-09 -5.194e-09 -3.08e-09 -3.68e-09</td>
<td>(0.54) (-0.58) (-0.29) (-0.47) (-0.25) (-0.15) (-0.18)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>PESMAM</td>
<td>0.299*** 0.213*** 0.238*** 0.213*** 0.235*** 0.266*** 0.256***</td>
<td>(14.89) (4.47) (6.65) (5.32) (6.93) (6.50) (6.18)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>DENS</td>
<td>0.032*** 0.016* 0.021*** 0.016** 0.020*** 0.019*** 0.019***</td>
<td>(5.37) (2.47) (3.64) (3.05) (3.90) (4.40) (4.58)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>AGRI</td>
<td>-0.057* -0.040 -0.045* -0.042* -0.046* -0.033* -0.037**</td>
<td>(-2.25) (-1.92) (-2.22) (-2.21) (-2.40) (-1.71) (-1.99)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>DENS_LAG</td>
<td>-0.018* -0.014</td>
<td>(-1.67) (-1.21)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>AGRI_LAG</td>
<td>-0.31 -0.029</td>
<td>(-1.16) (-1.14)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>_cons</td>
<td>8.007*** 3.396 4.522** 3.649* 4.548*** 5.82*** 5.652***</td>
<td>(6.44) (1.79) (3.06) (2.45) (3.46) (3.85) (4.04)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>$\lambda$</td>
<td>0.606* 0.453** 0.597*** 0.462*** 0.54*** 0.532***</td>
<td>(3.18) (3.16) (4.47) (3.53) (4.79) (5.18)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>$\rho$</td>
<td>-0.002 0.133 -0.011 0.129</td>
<td>(-0.01) (0.54) (-0.05) (0.53)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>ll</td>
<td>-117.85022 -110.48573 -109.12988 -108.5382 -107.5435</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>AICc</td>
<td>249.7492 242.6638 239.9521 237.8132 235.8238</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

N=48; *p<0.1; **p<0.05; ***p<0.01 ;t-statistics (MCO) or Z-statistics (others Models) are in parentheses.

Based on our findings, we can temper the pessimistic view concerning the development-biodiversity nexus in a developing country context with data from SSA countries. Even if this is not demonstrated for overall biodiversity (this has not been tested here), we can argue that
acceleration of economic development is not totally incompatible with species conservation. In fact, our analysis provides evidence to supports the idea that preferences for the preservation of birds rise as income rises, even in developing areas like Sub-Saharan African countries. Previous works have demonstrated that in wealthy countries, birds receive greater conservation attention than other taxonomic groups, regardless of relative degrees of threat (Simon et al., 1995). Based on our findings we can also argue that the protection of bird species in SSA will be strengthened with economic development. It seems more likely that certain institutions may make conservation of birds less difficult than that of other taxonomic groups (Naidoo and Adamowicz, 2000). Many mammal species are relatively large and require much larger tracts of undisturbed habitat than birds to maintain viable populations (Noss et al., 1996). In addition, mammals, particularly large mammals, have also been vulnerable to the expansion of subsistence-oriented human economies for several reasons, including competition for resources, danger as predators, and value as food and clothing (Burghardt and Herzog, 1980; Kellert, 1985).

The results enable additional conclusions to be drawn explaining some sources of pressure on bird and mammal species in SSA. The percentage of threatened species in SSA is positively and strongly influenced by the percentage of endemic species. This result is constant across all taxa groups. So countries in SSA that have a great number of species that occur exclusively within their borders are subject to higher species imperilment. Threatened species among birds and mammals increases with increasing human population density. This indicates that the threat on species increases in more densely populated countries. This result is in line with anthropogenic theory of biodiversity loss, according to which, population pressure leads to habitat destruction and reduction of resources for animal species. A number of papers have found evidence for this theory and show that high population density increases the percentage of threatened species (Freytag et al., 2009; Asafu-Adjaye, 2003; Mcpherson and Nieswiadomy, 2005; Pandit and Laband, 2007). We find marginally significant evidence that increasing agricultural land is associated with reduced species imperilment among birds. The effect of percentage of agricultural land is different and surprising for species imperilment among mammals. A priori, increasing agricultural land will not pose greater threats to mammal species in SSA. This finding does not concur with previous findings that demonstrate the negative influence of agriculture on threatened species (Asafu-Adjaye, 2003; Kerr and Currie, 1995). The result could be a combination of a positive as well as negative relationship of different land-use patterns. As evidence, the study of Lenzen et al (2009) establishes some differences in influence of effective land-use pattern on threatened species.
We could have used land use data for SSA to get a better prediction of agriculture on threatened mammals. This can be done in a further investigation.

Concerning the spatial lag explanatory variables, DENS_LAG is significant only with $W_{ij}$ matrix. This indicates that human density in neighboring states diminishes the threat on mammal species in own state. The variable AGRI_LAG is not significant in all models. These results must be interpreted with caution, since we highlight some limitations in spatial analysis and extensions of our work.

In this analysis, we implicitly assume isotropy in weight matrices (Anselin, 1988, p. 43). This means that we only consider the distance between two countries (through adjacency and border length) and not the direction (or orientation) of this distance. Yet, we could consider anisotropy, suggesting that properties of species' migrations vary depending on the direction. Weights matrices should therefore reflect not only neighborhood relationships between spatial units but also ecological orientations.

Furthermore, we do not consider the Modifiable Areal Unit Problem (MAUP). According to Anselin (1988, p. 26), “the modifiable areal unit problem pertains to the fact that statistical measures for cross-sectional data are sensitive to the way in which spatial units are organized. Specifically, the level of aggregation and the spatial arrangement in zones (i.e., combinations of contiguous units) affects the magnitude of various measures of association, such as spatial autocorrelation coefficients and parameters in a regression model.” Our data on the various taxa of biodiversity are aggregated at the country level, yet biodiversity does not follow political boundaries but rather ecological processes. As a consequence, it appears necessary to conduct such studies with different aggregation schemes, such as regional data, which are not available so far.

5 Conclusion

Our paper considers the dilemma that faces countries in SSA and answers the question of whether and how economic development promotion to overcome poverty in SSA will influence biodiversity in the region. To this extent, we estimate a series of models, based on the literature, using percent of threatened bird and mammal species and per capita PPP income levels for 48 countries in an Environmental Kuznets curve framework. Following are the main findings of the study.
Our results support a quadratic BKC instead of a hyperbolic BKC. This means that, theoretically, more than a mere slowing of biodiversity loss, conservation efforts in SSA countries can lead to replenishment of species in almost the same magnitude of species loss once a certain economic level is attained.

We incorporate spatial analysis in the data analysis. The findings show that spatial econometrics techniques provide a much clearer picture of the evolution of biodiversity. Indeed, we find that the imperilment of mammal species in one country is affected by pressure on mammal species in adjacent countries. Moreover, exogenous shocks in neighboring countries will cause changes in the percentage of threatened birds in a country. Our results also suggest that taking into account spatial dependence in a context where spatial effects play an important role alters statistic inference.

We find spatial autocorrelation in our data on threatened birds and mammals. The spatial structure is in the form of a Spatial Autoregressive Model with Autoregressive Disturbances – SARAR (1,1) – the so-called Kelejian-Prucha model or Cliff-Ord model for bird species. For mammals’ spillovers, effects are associated with first order spatial auto regression and spatially lagged explanatory variables, called the spatial Durbin model-SDM.

The results indicate that an EKC may exist for birds but not for mammals in SSA. This result attenuates the pessimistic view of the development-biodiversity link in a developing country context. However it does not advocate promoting development without looking at conservation needs.

From a policy perspective, these findings suggest that development and conservation are not strictly separate policy realms, even in the context of underdevelopment, as in SSA. Furthermore, because of spatial interaction, promoting regional strategies is a good choice for maintaining biodiversity and related environmental services.
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Appendix A: Income group and Biodiversity hotspots

**Figure 1**: Countries’ income group data come from the World Bank data base. Hotspots lines are defined by Conservation International to define the places on our planet that have lost more than 70 percent of their original natural vegetation and yet still contain high concentrations of endemic species found nowhere else on Earth. Over 50 percent of the world’s plant species and 42 percent of all terrestrial vertebrate species are endemic to the 34 biodiversity hotspots.

*Source*: authors from Shape file from Conservation International and World Bank data with ARCGIS software.
<table>
<thead>
<tr>
<th>Appendix B: Data definition and source.</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Dependent variables</strong></td>
</tr>
<tr>
<td>PTS&lt;sub&gt;BIRD&lt;/sub&gt;</td>
</tr>
<tr>
<td>PTS&lt;sub&gt;MAM&lt;/sub&gt;</td>
</tr>
<tr>
<td><strong>Interest variable</strong></td>
</tr>
<tr>
<td>PCGDP</td>
</tr>
<tr>
<td><strong>Socio-economic control variables</strong></td>
</tr>
<tr>
<td>DENS</td>
</tr>
<tr>
<td>AGRI</td>
</tr>
<tr>
<td><strong>Ecological control variables</strong></td>
</tr>
<tr>
<td>PES&lt;sub&gt;BIRD&lt;/sub&gt;</td>
</tr>
<tr>
<td>PES&lt;sub&gt;MAM&lt;/sub&gt;</td>
</tr>
<tr>
<td><strong>Weight matrices</strong></td>
</tr>
<tr>
<td>W&lt;sup&gt;C&lt;/sup&gt;&lt;sub&gt;ij&lt;/sub&gt;</td>
</tr>
<tr>
<td>W&lt;sup&gt;R&lt;/sup&gt;&lt;sub&gt;ij&lt;/sub&gt;</td>
</tr>
<tr>
<td><strong>Lagged explanatory variables</strong></td>
</tr>
<tr>
<td>DENS&lt;sub&gt;LAG&lt;/sub&gt;</td>
</tr>
<tr>
<td>AGRI&lt;sub&gt;LAG&lt;/sub&gt;</td>
</tr>
</tbody>
</table>
Appendix C: Findings of previous literature on influence of explanatory variables on threatened species

<table>
<thead>
<tr>
<th>Birds</th>
<th>GDP</th>
<th>GDP^2</th>
<th>Endemicspecies</th>
<th>Population density</th>
<th>Agriculture</th>
</tr>
</thead>
</table>

<table>
<thead>
<tr>
<th>Mammals</th>
<th>GDP</th>
<th>GDP^2</th>
<th>Endemicspecies</th>
<th>Population density</th>
<th>Agriculture</th>
</tr>
</thead>
</table>

Appendix D: Countries in the sample

- Angola
- Benin
- Botswana
- Burkina Faso
- Burundi
- Cameroon
- Cape Verde
- Central African Republic
- Chad
- Comoros
- Congo, Dem, Rep,
- Congo, Rep,
- Cote d'Ivoire
- Djibouti
- Equatorial Guinea
- Eritrea
- Ethiopia
- Gabon
- Gambia, The
- Ghana
- Guinea
- Guinea-Bissau
- Kenya
- Lesotho
- Liberia
- Madagascar
- Malawi
- Mali
- Mauritania
- Mauritius
- Mozambique
- Namibia
- Niger
- Nigeria
- Rwanda
- Sao Tome and Principe
- Senegal
- Seychelles
- Sierra Leone
- Somalia
- South Africa
- Sudan
- Swaziland
- Tanzania
- Togo
- Uganda
- Zambia
- Zimbabwe

Note: South Sudan is absent from the study.
### Appendix E: Moran’s I statistic for global spatial autocorrelation

<table>
<thead>
<tr>
<th>Model</th>
<th>Matrix</th>
<th>I</th>
<th>E(I)</th>
<th>sd(I)</th>
<th>z</th>
<th>p-value</th>
</tr>
</thead>
<tbody>
<tr>
<td>PTS\textsubscript{BRD}</td>
<td>W\textsubscript{C}</td>
<td>0.546</td>
<td>-0.021</td>
<td>0.098</td>
<td>5.820</td>
<td>0.000</td>
</tr>
<tr>
<td></td>
<td>W\textsubscript{B}</td>
<td>0.567</td>
<td>-0.021</td>
<td>0.105</td>
<td>5.603</td>
<td>0.000</td>
</tr>
<tr>
<td>PTS\textsubscript{MAM}</td>
<td>W\textsubscript{C}</td>
<td>0.668</td>
<td>-0.021</td>
<td>0.098</td>
<td>7.042</td>
<td>0.000</td>
</tr>
<tr>
<td></td>
<td>W\textsubscript{B}</td>
<td>0.682</td>
<td>-0.021</td>
<td>0.105</td>
<td>6.677</td>
<td>0.000</td>
</tr>
</tbody>
</table>

Levels of significance: *** at the 99% level, ** at 95% and * at 90%