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ABSTRACT

As a text, each job advertisement expresses rfommation about
the occupation at hand, such as competence needseguired
degrees, field knowledge, task expertise or teehrskills). To
facilitate the access to this information, the SIREoject
conducted a corpus based study of how to articiRReexpert
ontologies with modern semi-supervised informatextraction
techniques. An adaptive semantic labeling framewask
developed through a parallel work on retrieval sud@d on latent
semantic lexicons of terms and jargon phrasestslioperational
stage, our prototype will collect online job adsandex their
content into detailed RDF triples compatible withpkcations
ranging from enhanced job search to automated -alaoket
analysis.

Categories and Subject Descriptors

H.3.1 Information storage and retrieval]: Content Analysis and
Indexing —abstracting methods, dictionaries, indexing methods,
linguistic processing.

General Terms: Languages.
Keywords

Information extraction,
language processing.

human resources, job adstunal

1. INTRODUCTION

The project is based on the idea that applyingesi&the-art
information extraction techniques to web-publisiad ads could
help increase the fluidity of information on thebda market,
through a framework of adaptative semantic labeli@gp the
existing job-boards, ‘help wanted’ ads are maintydeixed
according to geographical region, occupational ¢eor business
sector. The information pertaining to skills andssins is not
thoroughly picked up. Once analyzed and categorizéés

information could help in finding a better matchdaprovide a
wider range of job search queries. In addition,dheous of online
job offers as a whole is a good indicator of thearying trends
on the labor market. Its analysis can help in &isgsjob

availability for a given profession or businessteecand in

understanding the fast-paced changes of the rebjgkél sets
across professions.

The SIRE project stems from a partnership betwéen R&D
teams of the two companies Lingway and Proxem ares@arch
group from MoDyCo, an academic research laboraf®ng first
phase (18 months) focused on identifying availad@isources,
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analyzing the lexicon used in French job ads, mgitextraction
rules and exploring different indexing techniques the (wide)
set of related tasks. Presently the project efttepractical phase,
with the gathering of a public interest group ahé planned
release of a first prototype.

2. RELATED ISSUES
2.1 Theoretical Background

As text genres go, job advertisement combines aéver
specificities (short canonical structure, homoggneif topic,
organized articulation of lexical registers). Thditected our
research towards relevant concepts and methods inwith
linguistics. On a more practical level, the desidegpth and scale
of automated analysis made us borrow procedures datd
models from knowledge engineering, machine learnamy
information extraction. A job posting constitutes specific
communication act between an organization and amawn
candidate/reader. This communication act, repeaigain and
again, determines its own written register. It isdescriptive,
public text which is subjected to regulations aedtnicted to a
single topic: the open position. Job ads are asiinely copied
by their redactors and compared by their readens;hwtends to
contrive the writing into a conventional format tbovisual and
redactional). These phenomena relate our researtetcorpus
study of written text registers as a constructettfional form [5].

Since [10] and related works, natural language g8siog has
witnessed significant advances in the unsupervisedeling of

word meaning. The general idea is to implement railaiity

metric on a lexical space, where the distancedemmmed from
word distribution and co-occurrence frequencies ratevant
contexts. These lexical spaces take the matherhdtoa of

dimensionality-reduced vector spaces as exemplifiedthe

methodology referred to as LSA (Latent Semantic Iysig).

Lexical analysis is in turn directly connected tademic work on
knowledge engineering. Ontologies were shown tcatequate
formal models for the semantic description of tecain

specialized registers [2]. In particular, the ootyl model

provides a shell to integrate the collected lexiwalterial within

the numerous nomenclatures to be found in the H#d fi
(occupational classifications, business sectorstraot types,
skills classifications).

Finally, classical machine learning techniquesadse used in the
process, among which several clustering algoritlsasiple-based
classification and duplicate removal algorithms. eOaf the

challenges of the project is to combine machinedieg based



mining with symbolic methods (pattern-based reai@omponent
and ontology-based inferences).

2.2 Domain-related Works

The literature on HR ontologies is rapidly growiagd already
includes very elaborate models (see [4] and [8pragothers). In
their construction process, the authors distingingr-related but
separate job features. Knowledge engineering ssfidlys
converged on that point with the typologies usedjdiyboards
and above all with those used by HR experts therasdb].

In a noticeable contrast, text-mining approach&e [i1] have
proceeded in a bag-of-words fashion, by mappingvahids from
the text to a common classifying space. The wodsg@nted in [7]
goes into more detail and takes advantage of tmwerdional
sections of the job ad to harvest separate gro@ipsoods or
character n-grams. Although text-mining approachakow
adaptative clustering of the documents, they'raiffitsent on
their own because they mix distinct informatiore (idegree with
personality requirements). For our purposes, thigedes the use
of symbolic heuristics and linkage with classifioas.

3. METHODOLOGY
3.1 A Corpus-Based Typology

Our method consisted in manually tagging diffede@nts of text
extracts from the ads in the hope of relating them
corresponding ‘ontological’ features of the job.rg the first
stage of the project, we thus performed detailenbtation of a
representative sample of 200 job ads. It allowetbudelineate a
typology of 13 commonly encountered informationayggreferred
to as i-types, semble 1).

Table 1. Encountered i-typesin thetext of a French job ad
(typology and aver age values)

Information Freqg. Length
type Subtypes per ad | (words)
Occupation | position title, profession keywords 2.36 3.98
P location, travel requirements,
Mobility commercial zone 0.85 2.67
name, group, website, quantitative
Company data (turnover, workforce) 2.43 3.15
Recruiter name, specialization, website 0.23 3.27
activity details, trade field,
Sector sold product or service 2.06 5.02
Team and team or work unit, supervisor,
conditions work environment 2.09 4.63
issions role of the job, tasks, objectives . .
Missi le of the job ks, objecti 7.99 8.06
contract type, duration,
Contract salary, working hours 1.10 341
. composite expertise phrase
Expertise (time + kind of experience) 129 9.45
field knowledge, technical skills,
Competence languages, software 2.04 3.74
Personality (no emerging subtypes) 3.25 2.63
Education degree, title, field of studies 0.86 5.26
- e-mail, contact name, address
Contact info ref no, contact procedure 0.79 7.20

What we obtain is a set of empirical labels, refevéor the
segmentation of the discourse structure of a tyfsicench job ad.
These labels are used as a bridge between theetertval
component and the ontology.

The study of occurrence contexts for each i-typthéannotated
results showed that pattern-based extraction doeildsed in most
cases to tell apart these different pieces of médion. Lingway
developed dedicated rule-based grammars to auttaatextract
some of these information types, such as missiond a
competencies (the same grammars can be reusedrémtethis
information from different HR documents).

3.2 Ontology Construction

Additionally, we posit that the final {document+&goutput
should be available at different levels of granityarindeed, as
underlined in [3], various use cases have to besidered for
‘tasks & competencies’ indexes of the ads (e.g.geérch, team
staffing, corporate strategy information, market nitaring).
Some cases will require detailed data, whereas siihre¥ cases
call for a normalized reduced set of categorie® [Dwer part of
the ontology (interpretation grid) is being builtithv a nested
classification structure, where the same text databe described
at different levels.

As a helping tool during development, we build & semantic
vector lexicon (or v-lexicon) to check distance virn

instantiated concepts. We borrow techniques froen tBA model

to develop our own semantic metrics, specificaigidated to the
representation of occupational terminology. Thidexicon is

constructed with words and terms extracted from1lja® ads.

Each word is POS-tagged, lemmatized and associatéd a

feature vector, where the dimensions are a congosits phrase
and document occurrence contexts. A similar woridee using
the multi-word expressions (MWE) from tasks and liski
inventories instead of words for the entries. Tlppraximate

quality of the semantic distances obtained on MW&E

compensated by the convenience of unsupervisadrigaand the
all-purposeness of the tool.

Our resulting metric is useful both for ontologygereering in the
development phase (measuring the distance betwemative
concepts or categories) and for classification dask the
operational phase (picking a tag from a predefiresd or
categorizing the document as a whole). We areexdperimenting
on specialized versions of the lexicon, with diniens trained
only for one i-type. The lexicon is continually emtted by adding
new relevant contexts as new dimensions (see [@atprocess).
In a simplified view, the enriching of the ontologyovides new
dimensions to rework the vector lexicon, which imnt refines
term extraction and helps enriching the ontologyese iterations
are semi-supervised: hand-crafted heuristics anduaiasorting
fills the gaps and errors of the automatic proc&hs. v-lexicon is
a shared resource in the development work and sllesmo echo
the improvements of each component on the redieofihguistic
processing chain.

4, PROCESSING WORKFLOW

When SIRE reaches its operational stage, the coemismvill run
on a server dedicated to crawling job ads and imgethem into a
detailed database structure based on RDF tripdesi(aire 1).



The first processing step crawls job ads from treb\WWDepending
on the application, it could either target spezedi websites from
a given professional branch or be set on majobjodrds.

The job-ad pages are cleaned from their boilerpiaxe using a
variant of classical heuristics: tag/text ratio amdliff between
groups of pages from the same location. The neskt igto spot
duplicate job offers appearing in the collectedpast A shingling
algorithm will mark duplicate candidates, althoubh final check
must actually wait for the indexing stages.
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Figure 1. SIRE Linguistic Processing Wor kflow

For each offer, the text retrieval component XTIRIRs pattern-
extraction rules to fill an XML structure tree witkyped
fragments. These extracts are then annotated bwray of
categorizers that use the text to choose corresépgrdgs from
the nomenclatures in the ontology.

Each categorizer outputs an RDF triple built on ubjexct-

predicate-object format. The subject is the curjebtad and the
i-types are taken as predicates: e.g. <currenagbtD> ‘has for a
profession’, ‘names as a task’, ‘originates frome thusiness
sector’... The role of the categorizer is to find thigect of the
predication: ‘accountant’ , ‘budget balancing’stiing industry’.

The triples are then persisted in an RDF store aockssed
through a SPARQL endpoint by API queries. The fisitotype

of this platform will be completed around June 2010

5. CONCLUSION

The retrieval of relevant information concerningp jdescriptions
and competencies is not a trivial task. They aremigated

through phrasal expression which associate an sopat HR

register with professional jargons. To facilitatecess to this
information, we manually studied its wording inargple corpus
of 200 job ads, thus defining intermediate texelabln a next
step we combine the meticulous descriptions of Hifologies

and nomenclatures with the more flexible but lestaited

methods from the field of text-mining. Associatedether, these
techniques pave the way for a text-extracting andetstanding
platform dedicated to the interoperable and adaptidexation of
job ads.
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