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Abstract

This paper investigates the statistical properties of the Choquet and Sugeno integrals, used as multiattribute models. The investigation is done on an empirical basis, and focuses on two topics: the distribution of the output of these integrals when the input is corrupted with noise, and the robustness of these models, when they are identified using some set of learning data through some learning procedure.

I. INTRODUCTION

The Choquet integral [3] and the Sugeno integral [31], also known under the generic name of fuzzy integral, have become widely used aggregation functions, especially in multicriteria decision making [9], [18], subjective evaluation [2], [15], [24], [32], pattern classification [12], [23], image processing [16], [22], [23], information fusion [1], [5], [33], regression analysis [32], pattern classification [12], [23], image processing [16], decision making [9], [18], subjective evaluation [2], [15], [24], etc. (see also [20] for a detailed study and many references).

Their mathematical properties as aggregation functions have been studied extensively [4], [6], [25], [29], and it is known that many classical aggregation functions are particular cases of these so-called fuzzy integrals, e.g., the weighted arithmetic mean, ordered weighted averages (OWA), weighted minimum and maximum, etc.

It is surprising that almost no study (at least to the knowledge of the authors) has been done concerning the statistical properties of the Choquet and Sugeno integrals, since this question is of primary importance in any application, where the robustness of models against noise has to be evaluated. The answer may lie in the mathematical difficulty to analyze the statistical behavior of these integrals, due to their nonlinear character. However, a very recent theoretical work has been done in this direction by Marichal, who obtained the mathematical expression of the distribution of the Sugeno integral [26]. We will present this result in Section III.

This paper aims to fill this gap, by providing an empirical analysis of statistical properties of the Choquet and Sugeno integrals, based on synthetic and real data. Two questions are addressed: for an input vector corrupted with Gaussian noise, what is the distribution, mean and variance of the output of Choquet and Sugeno integrals? Second, what is the impact of noise corrupting learning data on the fuzzy measure, i.e., the parameters of the model, for a given learning procedure? This second question in fact addresses the problem of robustness of such models.

The paper is organized as follows. Section II recalls basic definitions on fuzzy integrals, while Section III states precisely the kinds of problem we study. Sections IV and V give the result of the empirical studies, concerning respectively the analysis of output when the input vector is corrupted with noise, and the analysis of the fuzzy measure when the learning data is corrupted with noise. Section VI concludes the paper.

All tables and figures showing results of experiments are put in appendix. We give also in appendix an improved version of the HLMS algorithm, whose original version [7] is well known by practitioners of the Choquet integral.

II. BASIC DEFINITIONS

Throughout the paper, we assume that input vectors are $n$-dimensional nonnegative vectors, and $N := \{1, \ldots, n\}$ is the index set. We call for commodity attributes the dimensions of $x$.

Definition 1: A fuzzy measure [31] or capacity [3] is a function $\mu : 2^N \rightarrow \mathbb{R}_+$ such that $\mu(\emptyset) = 0$, and $\mu(A) \leq \mu(B)$ whenever $A \subseteq B$ (monotonicity). A fuzzy measure is normalized if $\mu(N) = 1$.

We assume in this paper that fuzzy measures are normalized. A fuzzy measure is additive if $\mu(A \cup B) = \mu(A) + \mu(B)$ whenever $A \cap B = \emptyset$. The uniform additive measure is the additive measure defined by $\mu\{i\} = 1/n$, for $i = 1, \ldots, n$.

Definition 2: Let $\mu$ be a fuzzy measure on $N$, and $x := (x_1, \ldots, x_n) \in \mathbb{R}_+^n$. The Choquet integral of $x$ w.r.t. $\mu$ is defined by:

$$C_\mu(x_1, \ldots, x_n) := \sum_{i=1}^n (x_{\pi(i)} - x_{\pi(i-1)}) \mu(A_{\pi(i)})$$ (1)
with π a permutation on \( N \) such that \( x_{\pi(1)} \leq x_{\pi(2)} \leq \ldots \leq x_{\pi(n)} \), with the convention \( x_{\pi(0)} := 0 \), and \( A_{\pi(i)} := \{\pi(i), \ldots, \pi(n)\} \).

An equivalent expression is

\[
C_\mu(x_1, \ldots, x_n) := \sum_{i=1}^{n} x_{\pi(i)}[\mu(A_{\pi(i)}) - \mu(A_{\pi(i+1)})]
\]

with the convention \( A_{\pi(n+1)} := \emptyset \). From this formula, we deduce that the Choquet integral reduces to a classical weighted arithmetic mean \( \sum_{i=1}^{n} w_i x_i \) when the fuzzy measure is additive, with \( w_i := \mu(\{i\}) \).

Definition 3: Let \( \mu \) be a fuzzy measure on \( N \), and \( x \in [0, 1]^n \). The Sugeno integral \( \sigma_\mu \) of \( x \) w.r.t. \( \mu \) is defined by:

\[
\sigma_\mu(x_1, \ldots, x_n) := \bigvee_{i=1}^{n} [x_{\pi(i)} \land \mu(A_{\pi(i)})]
\]

with same notations as above.

When these integrals are used to model the relationship between an input vector \( x \) and some output \( y \), the parameters of the model are the \( 2^n - 2 \) values of the fuzzy measure \( \mu \) for all subsets of \( N \), except for \( \emptyset \) and \( N \) whose values are fixed. The exponential complexity of these models obliges to look for either simpler models or for interpretative tools. The notion of \( k \)-additive fuzzy measures [11] provides simpler models, ranging from the purely additive one \( (k = 1) \), to the general case \( (k = n) \), and the general notion of interaction [11], closely linked to \( k \)-additive fuzzy measures, provides a way to interpret the Choquet integral model. We recall here very briefly the essential notions, since they will be used in the sequel. The interested reader can find more details in e.g., [10], [13], [14], [19].

Definition 4: Let \( \mu \) be a fuzzy measure on \( N \). The Möbius transform of \( \mu \) is a function \( m : 2^N \to \mathbb{R} \) defined by:

\[
m(A) := \sum_{B \subseteq A} (-1)^{|A \setminus B|} \mu(B).
\]

The Möbius transform is invertible since one can recover \( \mu \) from \( m \) by:

\[
\mu(A) = \sum_{B \subseteq A} m(B).
\]

If the fuzzy measure is additive, then \( m \) is non null only for singletons, and \( m(\{i\}) = \mu(\{i\}) \).

Definition 5: A fuzzy measure \( \mu \) is said to be \( k \)-additive for some integer \( k \in \{1, \ldots, n\} \) if \( m(A) = 0 \) whenever \( |A| > k \), and there exists some \( A \) with \( |A| = k \) such that \( m(A) \neq 0 \).

Clearly, 1-additive fuzzy measures are additive measures, and a \( k \)-additive fuzzy measure needs only \( \sum_{j=1}^{k} (\binom{n}{j} - 1) \) values to be defined.

Definition 6: Let \( \mu \) be a fuzzy measure on \( N \). The Shapley value of \( i \in N \) is defined by:

\[
\phi(i) := \sum_{K \subseteq N \setminus i} (n-k-1)!k! \frac{n!}{n!} [\mu(K \cup i) - \mu(K)]
\]

with \( k := |K| \).

This notion has been introduced by Shapley [30] in cooperative game theory. It represents the overall importance of attribute \( i \) in the model, and it has the property that \( \sum_{i=1}^{n} \phi(i) = 1 \). For an additive measure, the Shapley value, the Möbius transform and \( \mu \) coincide in the sense that \( \mu(\{i\}) = m(\{i\}) = \phi(i) \), \( i = 1, \ldots, n \). It could be said that if \( \phi(i) = 1/n \), attribute \( i \) is neither important nor unimportant, since the Shapley value of the uniform additive measure satisfies this property for every \( i \in N \).

Another useful notion is the notion of interaction between two attributes \( i, j \) (originally introduced by Murofushi and Soneda [28] and later generalized to more attributes by Grabisch [8]).

Definition 7: Let \( \mu \) be a fuzzy measure on \( N \), and \( i, j \in N \). The interaction index between \( i \) and \( j \) is defined by:

\[
I(i, j) := \sum_{K \subseteq N \setminus \{i, j\}} \frac{(n-k-2)!k!}{(n-1)!} [\mu(K \cup \{i, j\}) - \mu(K \cup i) - \mu(K \cup j) + \mu(K)].
\]

If \( \mu \) is additive, then \( I(i, j) = 0 \) for all \( i, j \in N \). Positive (resp. negative) interaction values represent a kind of positive synergy or complementarity (resp. negative synergy, redundancy) between attributes. Together with the Shapley value, the interaction index is a valuable tool to interpret the model (see for example [15]). It can be proved that if \( \mu \) is 2-additive, the values \( \phi(i) \) and \( I(i, j) \) for \( i \in N \) and \( j \neq i \) uniquely determine \( \mu \).

III. DEFINITION OF THE EMPIRICAL STUDY

The aim of the paper is to study the statistical properties of the Choquet and Sugeno integrals. Two important questions arise in an applied context:

- What is the statistical behavior of \( y = C_\mu(x) \) and \( y = \sigma_\mu(x) \) when input vector \( x \) is corrupted with noise whose distribution is known?
- For a given set of learning data supposed to be corrupted with noise whose distribution is known, what are the statistical properties of the parameters of the model, namely \( m \), for a given learning method?

It is very difficult to give a mathematical answer to these questions, especially the second one; hence our position is to undertake an empirical study. Section IV addresses the first question, while Section V addresses the second one.

We give below some insights to the first question. This will show why a mathematical analysis is difficult to undertake. Let us take the case of the Choquet integral, and consider first an additive fuzzy measure. In this case, the Choquet integral writes:

\[
y = \sum_{i=1}^{n} m(\{i\}) x_i.
\]

Considering \( x_1, \ldots, x_n \) as independent random variables with expected values \( m_1, \ldots, m_n \), we know that the distribution of \( y \) is the convolution product of the distributions of the \( x_i \)'s, up to multiplicative constants \( m(\{i\}) \). Hence, in the normal case, the result is particularly simple since we know that if \( X_1, \ldots, X_n \) are independent Gaussian random variables, with
means \( m_1, \ldots, m_n \) and variances \( \sigma_1^2, \ldots, \sigma_n^2 \), then the distribution of the sum \( \alpha_1 X_1 + \cdots + \alpha_n X_n \) is again a Gaussian distribution, with mean and variance given by:

\[
\begin{align*}
m &= \alpha_1 m_1 + \cdots + \alpha_n m_n, \\
\sigma^2 &= \alpha_1^2 \sigma_1^2 + \cdots + \alpha_n^2 \sigma_n^2.
\end{align*}
\]

(3) (4)

The additive case is thus solved when the input variables are independent Gaussian. Let us consider the general case where the fuzzy measure is not additive. Rearranging terms in Def. 2, the Choquet integral can be written as in (2). It is known that if \( X_1, \ldots, X_n \) are identically distributed and independent, with cumulative distribution function \( F(t) := P(X \leq t) \), then the distribution function of \( X_{\pi(k)} \) (called the \( k \)th order statistic) is given by:

\[
F_{X_{\pi(k)}}(t) = P(X_{\pi(k)} \leq t) = \sum_{j=k}^{n} \binom{n}{j} F^j(t)(1 - F(t))^{n-j}.
\]

Supposing that this result permits to compute the distributions of \( X_{\pi(k)}, k = 1, \ldots, n \), it does not seem obvious to compute \( Y \), because the \( X_{\pi(k)} \)'s are no more statistically independent, and thus the classical results on the sum of independent random variables (e.g., the sum of Gaussian r.v. is still Gaussian, or the p.d.f. of the sum is the convolution product of the p.d.f.'s) do not apply.

We briefly cite the recent result of Marichal concerning the Sugeno integral [26]. Consider \( n \) independent random variables \( X_1, \ldots, X_n \), with cumulative distribution functions \( F_1, \ldots, F_n \), and a fuzzy measure \( \mu \) on \( N \). Let \( H \) be the Heaviside step function defined by \( H(x) := 1 \) if \( x \geq 0 \), and 0 otherwise. For any \( c \in \mathbb{R} \), we also introduce \( H_c(x) := H(x-c) \). Then the cumulative distribution function of \( Y := S_\mu(X_1, \ldots, X_n) \) is given by

\[
F(y) = 1 - \sum_{A \subseteq N} \left[ 1 - H_{\mu(A)}(y) \right] \prod_{i \in N \setminus S} F_i(y) \prod_{i \in S} [1 - F_i(y)].
\]

(5)

IV. STATISTICAL STUDY OF THE OUTPUT VALUE

In this section, we study the statistical properties of \( y = C_\mu(x) \) and \( y = S_\mu(x) \) when the vector \( x \) is corrupted with noise, that is, \( x = x_0 + \nu \), with \( \nu \) a Gaussian white noise with zero mean. A first experiment is done where the vector \( x_0 \) has components which are scattered on the range \([0, 1]\), and a second one where on the contrary components of \( x_0 \) are all equal.

In both cases, we generate 1000 6-dimensional samples. We consider the three following fuzzy measures:

- An additive measure \( \mu_{\text{add}} \) defined by:

  \[
  \begin{array}{cccc}
  \mu_{\text{add}}(\{1\}) & \mu_{\text{add}}(\{2\}) & \mu_{\text{add}}(\{3\}) \\
  0.0931979 & 0.0203709 & 0.276359 \\
  \mu_{\text{add}}(\{4\}) & \mu_{\text{add}}(\{5\}) & \mu_{\text{add}}(\{6\}) \\
  0.0824232 & 0.0631751 & 0.464474
  \end{array}
  \]

- A 2-additive measure \( \mu_{2\text{-add}} \) defined by:

- A fuzzy measure coming from identification on some real data set, denoted \( \mu_0 \). We do not display the 64 values of \( \mu_0 \) since this would take up a lot of room, and be little informative, however, fuzzy measures \( \mu_{\text{add}} \) and \( \mu_{2\text{-add}} \) come from the same real data set, and so can be considered respectively as additive and 2-additive approximations of \( \mu_0 \). This real data set comes from experiments done on subjective evaluation of mental workload [21].

We consider both the Choquet and Sugeno integrals in these two experiments.

A. Experiment 1

We choose \( x_0 = (0, 0.2, 0.4, 0.6, 0.8, 1) \), with standard deviation of the noise being successively 0.01, 0.05 and 0.1. Table I in appendix gives the mean and standard deviation of the output \( y = C_\mu(x) \) and \( y = S_\mu(x) \) for the different \( \mu \) and \( x \) defined above. Note that if \( \sigma \) is low, then \( x \) has a high probability to satisfy \( x_1 \leq x_2 \leq x_3 \leq x_4 \leq x_5 \leq x_6 \), i.e., the same permutation applies for \( x_0 \) and \( x \). From (2), it is clear that the Choquet integral reduces to a weighted sum whose weights are:

\[
\begin{align*}
\mu_0(\{1, 2, 3, 4, 5, 6\}) &- \mu_0(\{2, 3, 4, 5, 6\}) = 0 \\
\mu_0(\{2, 3, 4, 5, 6\}) &- \mu_0(\{3, 4, 5, 6\}) = 0 \\
\mu_0(\{3, 4, 5, 6\}) &- \mu_0(\{4, 5, 6\}) = 0.2818 \\
\mu_0(\{4, 5, 6\}) &- \mu_0(\{5, 6\}) = 0 \\
\mu_0(\{5, 6\}) &- \mu_0(\{6\}) = 0.2588 \\
\mu_0(\{6\}) & = 0.4594.
\end{align*}
\]

B. Experiment 2

We choose \( x_0 = (0.5, 0.5, 0.5, 0.5, 0.5, 0.5) \), with standard deviation of the noise being successively 0.01, 0.05 and 0.1. Table II in appendix gives the mean and standard deviation of the output \( y = C_\mu(x) \) and \( y = S_\mu(x) \) for the different \( \mu \) and \( x \) defined above.

C. Interpretation and comments

1) Choquet integral: For the additive case, it is possible to compute the theoretical mean and variance of the Choquet integral thanks to (3) and (4). Thus the mean is nothing else than the value of the Choquet integral of \( x_0 \) without noise (theoretical value in the tables). For both Experiments 1 and 2, these
theoretical values are recovered with great precision (error less than 1%).

The variance writes in our case:

\[ \sigma_y^2 = \sigma^2 (0.0931979^2 + 0.0203709^2 + 0.276359^2 + 0.0824292^2 + 0.0631751^2 + 0.464474^2) = 0.3119959\sigma^2. \]

We obtain the following theoretical values for the standard deviation:

<table>
<thead>
<tr>
<th>standard deviation of ( x )</th>
<th>0.01</th>
<th>0.05</th>
<th>0.1</th>
</tr>
</thead>
<tbody>
<tr>
<td>standard deviation of ( y )</td>
<td>0.0055857</td>
<td>0.027928</td>
<td>0.055857</td>
</tr>
</tbody>
</table>

Again, we remark that the theoretical values are recovered with great precision in both experiments in the case of the Choquet integral w.r.t. an additive measure.

Strangely enough, even if the fuzzy measure is no more additive, the values for mean and standard deviation remain very similar to the theoretical values of the additive case. This curious result may come from the fact that fuzzy measures \( \mu_{2\text{-add}} \) and \( \mu_{\text{add}} \) are in a sense approximations of \( \mu_0 \), as explained above.

Fig. 1 and 2 show some histograms of \( y \) for Experiments 1 and 2. We observe that the histograms are close to a Gaussian distribution, especially for low values of \( \sigma \) and for Experiment 1. This is natural, since in this case the Choquet integral reduces to a weighted sum whose weights are given above (Section IV-A), so that the variance of \( y \) is

\[ \sigma_y^2 = \sigma^2 (0.2818^2 + 0.2588^2 + 0.4594^2) = 0.3574\sigma^2, \]

and the standard deviation is \( \sigma_y = 0.5979\sigma \). This result is very close to the one obtained in Table I.

For Experiment 2, the shape of the distribution is flatter than a Gaussian distribution.

2) **Sugeno integral**: Here results are more difficult to interpret. The mean value of \( y \) is stable, however less than for the Choquet integral, and the standard deviation is approximately proportional to the standard deviation of the noise in case of Experiment 2, but not for Experiment 1.

Fig. 3 and 4 show some histograms of \( y \) for Experiments 1 and 2. The Sugeno integral gives rise to very various forms for the histograms. While Experiment 2 shows histograms similar to a Gaussian density, Experiment 1 shows rather curious shapes, but which can be explained for low values of variance. Indeed, in this case the resulting random variable is approximated by, using Def. 2 and values of \( \mu_0 \):

\[
Y = (X_1 \land 1) \lor (X_2 \land 1) \lor (X_3 \land 1) \lor (X_4 \land 0.7181) \\
\lor (X_5 \land 0.7181) \lor (X_6 \land 0.4594) \\
\approx X_1 \lor X_2 \lor X_3 \lor [(X_4 \lor X_5) \land 0.7181] \lor 0.4594
\]

since the \( X_i \)'s are centered on 0, 0.2, 0.4, 0.6, 0.8 and 1 respectively, and they have a low variance. Simplifying further, we get:

\[ y \approx X_5 \land 0.7181 \]

which well corresponds to the histogram (see Figure 3 left. For \( \sigma = 0.01 \), we have seen that the histogram has only one slot in 0.7181).

V. **Statistical study of the parameters of the model**

A. **Description of the experiment**

We begin by general considerations. Let \( X := \{x_1, \ldots, x_n; y\}_i \in L \) be a set of learning data we have at disposal for the identification of the model (in this section we restrict to the case of the Choquet integral), and some given learning procedure \( M \). We obtain after learning a fuzzy measure \( \mu_{X,M} \), which represents the set of all parameters of the model. An important question in practice is the robustness of the model, specifically:

If a Gaussian noise with zero mean is added to the learning data, what is the influence on the parameters of the model?

The answer depends on the kind of learning procedure which is used. The most commonly used learning procedures for the Choquet integral are the following:

1) **Heuristic Least Mean Squares (HLMS)** [7]. This algorithm uses as basic idea the gradient algorithm to minimize the sum of squared errors, under the constraint of monotonicity of the fuzzy measure. The algorithm is not optimal, but is very fast and uses few memory. It has also the property of giving a fuzzy measure as close as possible to the uniform additive fuzzy measure \( \mu(\{i\}) = 1/n, i = 1, \ldots, n \). We use here an improved version of HLMS (described in appendix). Values of parameters for this method are \( \alpha = 0.01 \) (coefficient of the gradient) and 300 iterations.

2) **Quadratic programming (QUAD).** The error criterion is again the sum of squared errors, under the constraint of monotonicity of the fuzzy measure. This leads to a quadratic program with linear constraints, and gives a (non unique) optimal solution.

3) **k-additive quadratic programming (k-ADD).** It is the same as above, but the model is supposed to be a Choquet integral w.r.t. a \( k \)-additive fuzzy measure. In this experiment, we use \( k = 2 \) (2-ADD).

For a careful study of the methods based on quadratic learning, the reader is referred to [27].

We describe our experimental setting and define more precisely our aims. We consider a theoretical model (the Choquet integral) with 4 attributes, built with several different fuzzy measures, and the identification of these models will be done with the above mentioned learning procedures, and also several data sets, each of them illustrating a different practical situation. In order to master the whole set of data of the study, we use only synthetic data.

We consider the following three fuzzy measures:

- an additive measure \( \mu_{\text{add}} \) defined by

<table>
<thead>
<tr>
<th>( \mu_{\text{add}}({1}) )</th>
<th>( \mu_{\text{add}}({2}) )</th>
<th>( \mu_{\text{add}}({3}) )</th>
<th>( \mu_{\text{add}}({4}) )</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.5</td>
<td>0.3</td>
<td>0.15</td>
<td>0.05</td>
</tr>
</tbody>
</table>

- a 2-additive measure \( \mu_{2\text{-add}} \) defined by the following Shapley value and interactions (this determines uniquely the fuzzy measure, see Section II):
\begin{tabular}{|c|c|c|c|c|}
\hline
\(i\) & \(\phi(i)\) & \(t, j\) & \(I(t, j)\) & \(l, j\) & \(I(l, j)\) \\
\hline
1 & 0.5 & 1.2 & 0.2 & 2.3 & 0.1 \\
2 & 0.3 & 1.3 & 0 & 2.4 & 0.1 \\
3 & 0.15 & 1.4 & 0 & 3.4 & 0 \\
4 & 0.05 & & & & \\
\hline
\end{tabular}

This gives the following values for \(\mu_{2\text{-add}}\):

\[
\begin{array}{ccc}
\mu_{2\text{-add}}(\{1\}) & \mu_{2\text{-add}}(\{2\}) & \mu_{2\text{-add}}(\{3\}) \\
0.4 & 0.1 & 1 \\
\mu_{2\text{-add}}(\{4\}) & \mu_{2\text{-add}}(\{1, 2\}) & \mu_{2\text{-add}}(\{1, 3\}) \\
0 & 0.7 & 0.5 \\
\mu_{2\text{-add}}(\{1, 4\}) & \mu_{2\text{-add}}(\{2, 3\}) & \mu_{2\text{-add}}(\{2, 4\}) \\
0.4 & 0.3 & 0.2 \\
\mu_{2\text{-add}}(\{3, 4\}) & \mu_{2\text{-add}}(\{1, 2, 3\}) & \mu_{2\text{-add}}(\{1, 2, 4\}) \\
0.5 & 0.9 & 0.8 \\
\mu_{2\text{-add}}(\{1, 3, 4\}) & \mu_{2\text{-add}}(\{2, 3, 4\}) & \mu_{2\text{-add}}(\{1, 2, 3, 4\}) \\
0.5 & 0.4 & 0.1 \\
\end{array}
\]

- a general (4-additive) fuzzy measure \(\mu_0\) defined by the following Möbius transform:

\[
\begin{array}{ccc}
m_0(\{1\}) & m_0(\{2\}) & m_0(\{3\}) \\
0.4 & 0.1 & 0.1 \\
m_0(\{4\}) & m_0(\{1, 2\}) & m_0(\{1, 3\}) \\
0 & 0.1 & 0 \\
m_0(\{1, 4\}) & m_0(\{2, 3\}) & m_0(\{2, 4\}) \\
0 & -0.1 & 0.1 \\
m_0(\{3, 4\}) & m_0(\{1, 2, 3\}) & m_0(\{1, 2, 4\}) \\
0 & 0 & 0 \\
m_0(\{1, 3, 4\}) & m_0(\{2, 3, 4\}) & m_0(\{1, 2, 3, 4\}) \\
0 & 0.2 & 0.2 \\
\end{array}
\]

The number of free parameters of these three models is respectively 3, 9, and 14.

We consider 9 learning data sets, which we describe below, illustrating three typical situations in practice:

- 100 data \((x^i; y^i)\), with vectors \(x^i\) uniformly distributed on \([0, 1]^4\), and \(y^i = C_\mu(x^i)\), with \(\mu\) being one of the three fuzzy measures above defined. We denote by \(\lambda^\mu_{10}\), \(\lambda^\mu_{10}\), and \(\lambda^\mu_{10}\) these 3 learning data sets.

Since data are in sufficient number regarding the number of parameters and uniformly distributed in the whole space, this is an ideal situation for learning, which is not always encountered in practice. We call it Situation S1.

- same as above, but the number of learning data is only 10. We denote these learning data sets by \(\lambda^\mu_{10}\), \(\lambda^\mu_{10}\), and \(\lambda^\mu_{10}\).

The aim is to study the behavior of learning procedures with very few learning data, but still uniformly distributed in the space. We call it Situation S2.

- we select in \(\lambda^\mu_{10}\), \(\lambda^\mu_{10}\), and \(\lambda^\mu_{10}\), the data such that \(x^i_1 \leq x^i_4\), which gives about 50 data. We denote by \(\lambda^\mu_{1\leq4}\), \(\lambda^\mu_{1\leq4}\), and \(\lambda^\mu_{1\leq4}\) these learning data sets.

This data set illustrates the situation where there are apparently enough data regarding the number of parameters, but there is no data in some part of the space, which makes difficult the learning of some parameters. We call this situation S3.

In our case, imposing \(x^i_1 \leq x^i_4\) amounts to cancel all data which would allow the identification of the values of \(\mu(A)\) such that \(A \supseteq 1\) but \(A \not\supseteq 4\), i.e., these are \(\mu(1), \mu(1, 2), \mu(1, 3)\) and \(\mu(1, 2, 3)\). Remark that these values are the highest in the three fuzzy measures defined above. This means that we have learning data with a considerable lack of information.

As said above, we use the following learning procedures: HLMS, QUAD and 2-ADD. We have verified beforehand that the above defined learning data sets (without noise) permit a perfect identification of the 3 fuzzy measures, up to a precision of \(10^{-6}\) for QUAD, and \(10^{-2}\) for HLMS.

For each learning data set and each learning procedure, we add to the data a Gaussian noise with zero mean and standard deviation being successively 0.01, 0.02, and 0.05, and we have done 100 realizations of each data set. We try to answer the following questions for each situation S1, S2 or S3:

**What is the behavior of the estimation of each parameter, described in terms of bias and standard deviation? What is the best learning procedure, i.e., with minimum bias and standard deviation?**

The results shown are:

- The average bias and average standard deviation of the values of the fuzzy measure, denoted by \(b_\mu, \sigma_\mu\), of the Shapley value, denoted by \(b_\phi, \sigma_\phi\), and of the interaction, denoted by \(b_I, \sigma_I\), obtained on 100 realizations. All these results are given in Tables III to XI.

- In the case of incomplete data sets \(\lambda^\mu_{1\leq4}\) and \(\lambda^\mu_{1\leq4}\), the values of the fuzzy measure found by the different learning procedures, together with their Shapley values and interactions (Tables XII and XIII). For this case, we have taken \(\sigma = 0.01\).

**Caution:** Shapley values are multiplied by \(n\) (hence by 4) in tables, so that a value of 1 indicates a neutral value for overall importance (see Section II). Consequently, for comparing standard deviations of the Shapley value with those of interactions, it is necessary to divide the standard deviation of the Shapley value by 4.

**B. Results and comments**

We address first Tables III to XI.

- The computation of the overall bias on \(\mu, \phi, I\) being done by an arithmetic mean of the biases on each value of \(\mu, \phi, I\), the bias on \(\phi\) is always close to 0, since the sum of the Shapley values is equal to 1. This figure being not significant, we discard it from our analysis.
Generally speaking, the bias on \( \mu \) remains very low, and can be considered as being 0, even with a low number of data (\( X^{10} \)). However, in the case of learning data which do not cover the whole space \([0, 1]^4\) (Tables IX to XI), a non negligible negative bias may occur, in particular for QUAD.

There is no clear linearity relation between the bias and \( \sigma \); although the bias is generally increasing with the level of noise, in many cases, it is observed that the bias is smaller for higher levels of noise.

More or less the same conclusions hold for the bias of the interaction.

Results are easier to interpret for the standard deviation of \( \mu \). For Situations S1 and S2 (that is, with uniform distribution of the data), Tables III to V and VI to VIII show that \( \sigma_\mu \) is approximately proportional to \( \sigma \) (although more experiments should be done to confirm this), and is relatively independent of \( \mu \), especially for \( X^{10} \). A linear regression \( \sigma_\mu = \alpha \sigma \) done for each learning procedure and each situation, and using results for all three fuzzy measures gives the following result:

<table>
<thead>
<tr>
<th>Situation</th>
<th>Method</th>
<th>( \alpha )</th>
<th>residual error</th>
</tr>
</thead>
<tbody>
<tr>
<td>S1</td>
<td>HLMS</td>
<td>1.04108</td>
<td>0.003514</td>
</tr>
<tr>
<td></td>
<td>QUAD</td>
<td>0.86981</td>
<td>0.00301</td>
</tr>
<tr>
<td></td>
<td>2-ADD</td>
<td>0.65398</td>
<td>0.001123</td>
</tr>
<tr>
<td>S2</td>
<td>HLMS</td>
<td>1.63705</td>
<td>0.004992</td>
</tr>
<tr>
<td></td>
<td>QUAD</td>
<td>2.5612</td>
<td>0.02488</td>
</tr>
<tr>
<td></td>
<td>2-ADD</td>
<td>1.8618</td>
<td>0.01198</td>
</tr>
</tbody>
</table>

The above table clearly shows that in the case of a large number of uniformly distributed data (\( X^{100} \)), 2-ADD, and QUAD in second position give the best results, always better than HLMS. By contrast, when the number of data is insufficient (\( X^{10} \)), HLMS gives always the best results, and QUAD the worst ones.

This tendency is even stronger with \( X^{1,4} \) (see Tables IX to XI), where QUAD and 2-ADD give similar results, far worse than HLMS (for these cases, since \( \sigma_\mu \) is no more independent of \( \mu \), we did not performed any linear regression).

Lastly, remark that the linear hypothesis is questionable for Situation S2 and QUAD, 2-ADD.

The same phenomena can be observed on the standard deviation on the Shapley value, even in a more noticeable way. For the interaction, the behavior of its standard deviation is the same as the one of \( \mu \).

Lastly, we comment on Tables XII and XIII, illustrating Situation S3. The effect of a lack of learning data in a half-space can be well observed there. As explained above, this lack forbids a correct estimation of \( \mu(\{1\}), \mu(\{1, 2\}), \mu(\{1, 3\}), \mu(\{1, 2, 3\}). \) This is exactly what can be observed: these values are very badly estimated, and only these ones.

The consequence is that the Shapley values are more or less heavily perturbed. Indeed, in the computation of \( \phi(i) \), all terms \( \mu(A \cup \{i\}) - \mu(A), A \subseteq N \setminus \{i\}, \) are used. It is easy to see that in our case, for \( \phi(1) \) and \( \phi(4) \), there are 4 terms among 8 which are spolt, while there are only 2 among 8 for \( \phi(2) \) and \( \phi(3) \). This can be well observed on Table XIII (remark that Table XII is not significant for this case since the measure is additive, so that \( \phi(i) = \mu(\{i\}) \)). For the computation of \( I \), the perturbation is even stronger and tends to spread over all values.

Let us come back to the estimation of \( \mu(\{1\}), \mu(\{1, 2\}), \mu(\{1, 3\}) \) et \( \mu(\{1, 2, 3\}) \). The results that are closest to the true value are given by HLMS and 2-ADD, while QUAD gives erratic results.

The good performance of HLMS in Situation S3 (and also S2) is explained by the fact that, in the absence of information for values \( \mu(A) \) for some subsets \( A \subseteq N \), HLMS assign values for those \( \mu(A)'s \) which are as close as possible (under monotonicity constraints) to the uniform additive measure, i.e., \( \mu(A) = |A|^\alpha \). This can be checked in Tables XII and XIII.

VI. CONCLUSION

The following fundamental conclusions can be drawn from the different experimentations:

- The exact distribution of \( y = C_\mu(x) \) and \( y = S_\mu(x) \) seem to be very complicated to obtain, even if for the latter case, an analytical expression exists. Empirically, it is observed that if \( x \) follows a Gaussian distribution, then in general the distribution of \( y \) is similar to a Gaussian one (unimodal and symmetric). For the Sugeno integral, the results are more unpredictable, a peak or a Gaussian distribution can be obtained.

- The quality of the learning data set is of considerable influence on the quality of the identification. If the number of data is sufficient with respect to the number of parameters of the model, and if they are uniformly distributed in \([0, 1]^n\) (Situation S1), then the optimal methods QUAD, 2-ADD give the best results in term of robustness. The standard deviation on \( \mu \) is roughly proportional to the standard deviation \( \sigma \) of the noise. By contrast, the value of the bias is not clearly related to \( \sigma \), but remains very low.

If few learning data are available, but still uniformly distributed (Situation S2), HLMS becomes slightly better than 2-ADD, and significantly better than QUAD. Conclusions on the relation between the standard deviation on \( \mu \), the bias and \( \sigma \) remain the same than in Situation S1.

If some parts of \([0, 1]^n\) are not covered (Situation S3), then HLMS gives the most reliable results, then 2-ADD in second position since this method uses a reduced number of parameters. In this case, which is in practice the most frequent one, it seems better to avoid the use of QUAD.

We mention that the above learning procedures, as well as tools to compute the Möbius transform, interaction indices, Shapley values, etc., are all available in the free Kappalab package [17], a package running under the R environment for statistics (see http://www.polytech.univ-nantes.fr/kappalab).

As a final remark, we would like to stress the fact that this work is a first step towards a more complete and theoretical analysis of the statistical properties of these methods, now more and more used in practical applications. In particular, the least square estimation of fuzzy measures can be seen as an extension of classical multiple linear regression estimation, where classical results could be applied here with benefit.
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APPENDIX

An improvement of HLMS

The HLMS algorithm for the identification of a fuzzy measure when the model is a Choquet integral has been proposed by Grabisch in [7]. We propose here a simplification of it, which leads to better performance. We first recall the basic ideas of HLMS. Consider a learning datum $(x_1, \ldots, x_n; y)$. We compute the model error $e = C^\pi(x) - y$. Let us denote by $u(0), u(1), \ldots, u(n)$ the values of the fuzzy measure $\mu$ used in the computation of $C^\pi(x)$. The new values are computed as follows (gradient algorithm):

$$u^{\text{new}}(i) = u^{\text{old}}(i) - \alpha e^{\max} \pi(x_{\alpha x(i-1)} - x_{\alpha y(i-1)})$$  \hspace{1cm} (6)

where $\alpha \in [0,1]$ is a constant, and $e^{\max}$ is the maximum value of the error. $e^{\max} = 1$ if $y$ takes its values in $[0,1]$, and $\pi$ is a permutation on $N$ as in Def. 2.

The problem is then to ensure the monotonicity of $\mu$, while modification of its values are done. In the original HLMS algorithm, this was done in two steps. In a first step, for each datum, after application of Eq. (6), verification of monotonicity was done only for values of $\mu$ already modified (for previous data). Then in a second step, when all data have ben used, unmodified values of $\mu$ are checked to see if they satisfy monotonicity, and they are modified accordingly. Then a kind of uniformization is performed on the whole set of unmodified values of $\mu$. 

It has been observed in experiments that in some rare cases, monotonicity may be violated when HLMS is used. This is due to the intricate way of modifying the values of $\mu$. The new version of the algorithm avoids this drawback, and is much simpler (particularly in step 2). We describe it below.

- **step 0**: the fuzzy measure is initialized at the uniform additive measure.
- **step 1.1**: consider a learning datum $(x_1, \ldots, x_n; y)$, inducing a permutation $\pi$. Compute $e = c_\mu(x) - y$, and denote by $u(0) := \mu(\emptyset) = 0, \ldots, u(i) := \mu(A_{\pi(n-i+1)} \setminus j)$ for all $j \in A$, and if $e < 0$, for all lower neighbors, i.e., all $\mu(A_{\pi(n-i+1)} \cup j)$ for all $j \in N \setminus A$. If a monotonicity relation is violated, say with $\mu(K)$, then $u(i) = \mu(K)$.

Repeat steps 1.2 and 1.3 for $i = 1, \ldots, n - 1$, in the following order:
- if $e > 0$, we begin by $u(1), u(2), \ldots, u(n-1)$
- if $e < 0$, we begin by $u(n-1), u(n-2), \ldots, u(1)$

Repeat steps 1.1 to 1.3 for all learning data.

- **step 2**: for every $\mu(K)$ left unmodified in step 1 (scanning begins by singletons, then pairs, etc.), adjust its value considering the values of its upper and lower neighbors, in order to homogenize the whole. This is done by computing the minimum distance between $\mu(K)$ and its upper (resp. lower) neighbors, denoted $d_{\text{min}}$, (resp. $d_{\text{min}}$). Then

$$
\mu^{\text{new}}(K) := \mu^{\text{old}}(K) + \frac{d_{\text{min}} - d_{\text{min}}}{2}.
$$

Step 1 and 2 form one iteration, and they can be repeated in the same order.

**APPENDIX**

**Tables and Figures**

**TABLE I**

<table>
<thead>
<tr>
<th>$\mu_{\text{add}}$</th>
<th>$\mu_{2-\text{add}}$</th>
<th>$\mu_{0}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\sigma = 0.01$</td>
<td>$\sigma = 0.05$</td>
<td>$\sigma = 0.1$</td>
</tr>
<tr>
<td>Choquet integral</td>
<td></td>
<td></td>
</tr>
<tr>
<td>theoretical value of $y$</td>
<td>0.67086</td>
<td>0.779156</td>
</tr>
<tr>
<td>mean value of $y$</td>
<td>0.67086</td>
<td>0.779156</td>
</tr>
<tr>
<td>standard deviation of $y$</td>
<td>0.095555</td>
<td>0.028340</td>
</tr>
<tr>
<td>Sugeno integral</td>
<td></td>
<td></td>
</tr>
<tr>
<td>theoretical value of $y$</td>
<td>0.60000</td>
<td>0.60000</td>
</tr>
<tr>
<td>mean value of $y$</td>
<td>0.60000</td>
<td>0.60000</td>
</tr>
<tr>
<td>standard deviation of $y$</td>
<td>0.095555</td>
<td>0.028340</td>
</tr>
</tbody>
</table>

**TABLE II**

<table>
<thead>
<tr>
<th>$\mu_{\text{add}}$</th>
<th>$\mu_{2-\text{add}}$</th>
<th>$\mu_{0}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\sigma = 0.01$</td>
<td>$\sigma = 0.05$</td>
<td>$\sigma = 0.1$</td>
</tr>
<tr>
<td>Choquet integral</td>
<td></td>
<td></td>
</tr>
<tr>
<td>theoretical value of $y$</td>
<td>0.50000</td>
<td>0.50000</td>
</tr>
<tr>
<td>mean value of $y$</td>
<td>0.50000</td>
<td>0.50000</td>
</tr>
<tr>
<td>standard deviation of $y$</td>
<td>0.005694</td>
<td>0.027271</td>
</tr>
<tr>
<td>Sugeno integral</td>
<td></td>
<td></td>
</tr>
<tr>
<td>theoretical value of $y$</td>
<td>0.50000</td>
<td>0.50000</td>
</tr>
<tr>
<td>mean value of $y$</td>
<td>0.50000</td>
<td>0.50000</td>
</tr>
<tr>
<td>standard deviation of $y$</td>
<td>0.005694</td>
<td>0.027271</td>
</tr>
</tbody>
</table>
Fig. 1. Histogram of $y = C_\mu(x)$ for Experiment 1, $\mu_0$ and $\sigma = 0.01$ (left), $\sigma = 0.1$ (right)

Fig. 2. Histogram of $y = C_\mu(x)$ for Experiment 2, $\mu_0$ and $\sigma = 0.01$ (left) and $\sigma = 0.1$ (right)

Fig. 3. Histogram of $y = S_\mu(x)$ for Experiment 1, $\mu_0$ and $\sigma = 0.05$ (left) and $\sigma = 0.1$ (right)
Fig. 4. Histogram of \( y = S_\mu(x) \) for Experiment 2, \( \mu_0 \) and \( \sigma = 0.01 \) (left) and \( \sigma = 0.1 \) (right)
<table>
<thead>
<tr>
<th></th>
<th>HLMS</th>
<th>QUAD</th>
<th>2-ADD</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>σ = 0.01</td>
<td>σ = 0.02</td>
<td>σ = 0.05</td>
</tr>
<tr>
<td>$b_{\mu}$</td>
<td>0.0002359</td>
<td>-0.0001914</td>
<td>0.0008443</td>
</tr>
<tr>
<td>$b_{\phi}$</td>
<td>-0.0000225</td>
<td>-0.000125</td>
<td>0.0000025</td>
</tr>
<tr>
<td>$b_{I}$</td>
<td>0.0001983</td>
<td>0.0013167</td>
<td>0.0004183</td>
</tr>
<tr>
<td>$\sigma_{\mu}$</td>
<td>0.0150327</td>
<td>0.0256260</td>
<td>0.0515991</td>
</tr>
<tr>
<td>$\sigma_{\phi}$</td>
<td>0.0238063</td>
<td>0.1000121</td>
<td>0.0000685</td>
</tr>
<tr>
<td>$\sigma_{I}$</td>
<td>0.0168865</td>
<td>0.0275741</td>
<td>0.0576677</td>
</tr>
</tbody>
</table>

**TABLE III**
Bias and Standard Deviation for $\chi_{\mu add}^{100}$

<table>
<thead>
<tr>
<th></th>
<th>HLMS</th>
<th>QUAD</th>
<th>2-ADD</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>σ = 0.01</td>
<td>σ = 0.02</td>
<td>σ = 0.05</td>
</tr>
<tr>
<td>$b_{\mu}$</td>
<td>0.0010217</td>
<td>0.0018660</td>
<td>0.0064667</td>
</tr>
<tr>
<td>$b_{\phi}$</td>
<td>-0.0000375</td>
<td>0.000015</td>
<td>0.0000125</td>
</tr>
<tr>
<td>$b_{I}$</td>
<td>0.000666</td>
<td>0.0016067</td>
<td>0.003075</td>
</tr>
<tr>
<td>$\sigma_{\mu}$</td>
<td>0.0134816</td>
<td>0.0254956</td>
<td>0.0512978</td>
</tr>
<tr>
<td>$\sigma_{\phi}$</td>
<td>0.0222527</td>
<td>0.0422767</td>
<td>0.0972430</td>
</tr>
<tr>
<td>$\sigma_{I}$</td>
<td>0.0128859</td>
<td>0.0286317</td>
<td>0.0577767</td>
</tr>
</tbody>
</table>

**TABLE IV**
Bias and Standard Deviation for $\chi_{\phi add}^{100}$

<table>
<thead>
<tr>
<th></th>
<th>HLMS</th>
<th>QUAD</th>
<th>2-ADD</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>σ = 0.01</td>
<td>σ = 0.02</td>
<td>σ = 0.05</td>
</tr>
<tr>
<td>$b_{\mu}$</td>
<td>0.0005083</td>
<td>0.0015232</td>
<td>0.0091191</td>
</tr>
<tr>
<td>$b_{\phi}$</td>
<td>-0.0000075</td>
<td>-0.00002</td>
<td>0.0000025</td>
</tr>
<tr>
<td>$b_{I}$</td>
<td>-0.00045</td>
<td>-0.0016867</td>
<td>-0.0047</td>
</tr>
<tr>
<td>$\sigma_{\mu}$</td>
<td>0.0112302</td>
<td>0.0179911</td>
<td>0.0475869</td>
</tr>
<tr>
<td>$\sigma_{\phi}$</td>
<td>0.0223658</td>
<td>0.0249352</td>
<td>0.0955570</td>
</tr>
<tr>
<td>$\sigma_{I}$</td>
<td>0.0119700</td>
<td>0.0251895</td>
<td>0.0540117</td>
</tr>
</tbody>
</table>

**TABLE V**
Bias and Standard Deviation for $\chi_{0\mu}^{100}$
### TABLE VI
BIAS AND STANDARD DEVIATION FOR $\chi^2_{\mu_{\text{add}}}$

<table>
<thead>
<tr>
<th></th>
<th>HLMS</th>
<th>QUAD</th>
<th>2-ADD</th>
</tr>
</thead>
<tbody>
<tr>
<td>$b_\mu$</td>
<td>-0.0202491</td>
<td>-0.0184064</td>
<td>-0.0105161</td>
</tr>
<tr>
<td>$b_0$</td>
<td>-0.0000325</td>
<td>-0.000001</td>
<td>0.000020</td>
</tr>
<tr>
<td>$b_1$</td>
<td>0.0024567</td>
<td>0.00284</td>
<td>0.001973</td>
</tr>
<tr>
<td>$\sigma_\mu$</td>
<td>0.0190233</td>
<td>0.0378577</td>
<td>0.0851044</td>
</tr>
<tr>
<td>$\sigma_0$</td>
<td>0.0501059</td>
<td>0.0942666</td>
<td>0.2098329</td>
</tr>
<tr>
<td>$\sigma_1$</td>
<td>0.0222792</td>
<td>0.0462891</td>
<td>0.0969113</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th></th>
<th>HLMS</th>
<th>QUAD</th>
<th>2-ADD</th>
</tr>
</thead>
<tbody>
<tr>
<td>$b_\mu$</td>
<td>0.00012531</td>
<td>0.0002017</td>
<td>0.0162242</td>
</tr>
<tr>
<td>$b_0$</td>
<td>0.0000125</td>
<td>0.0000325</td>
<td>0.000025</td>
</tr>
<tr>
<td>$b_1$</td>
<td>-0.0007267</td>
<td>-0.0002933</td>
<td>-0.0076933</td>
</tr>
<tr>
<td>$\sigma_\mu$</td>
<td>0.0199690</td>
<td>0.0393712</td>
<td>0.0754240</td>
</tr>
<tr>
<td>$\sigma_0$</td>
<td>0.0515670</td>
<td>0.0916310</td>
<td>0.1825009</td>
</tr>
<tr>
<td>$\sigma_1$</td>
<td>0.0223317</td>
<td>0.0488199</td>
<td>0.0850871</td>
</tr>
</tbody>
</table>

### TABLE VII
BIAS AND STANDARD DEVIATION FOR $\chi^2_{\mu_{\text{2-add}}}$

<table>
<thead>
<tr>
<th></th>
<th>HLMS</th>
<th>QUAD</th>
<th>2-ADD</th>
</tr>
</thead>
<tbody>
<tr>
<td>$b_\mu$</td>
<td>0.0018604</td>
<td>0.0086653</td>
<td>0.0189240</td>
</tr>
<tr>
<td>$b_0$</td>
<td>-0.0000125</td>
<td>-0.0000025</td>
<td>-0.0000005</td>
</tr>
<tr>
<td>$b_1$</td>
<td>-0.005185</td>
<td>-0.00565</td>
<td>-0.013615</td>
</tr>
<tr>
<td>$\sigma_\mu$</td>
<td>0.0198964</td>
<td>0.0369956</td>
<td>0.0766734</td>
</tr>
<tr>
<td>$\sigma_0$</td>
<td>0.0501558</td>
<td>0.0920598</td>
<td>0.1837740</td>
</tr>
<tr>
<td>$\sigma_1$</td>
<td>0.0221982</td>
<td>0.0405338</td>
<td>0.0865754</td>
</tr>
</tbody>
</table>

### TABLE VIII
BIAS AND STANDARD DEVIATION FOR $\chi^2_{\mu_{0}}$

<table>
<thead>
<tr>
<th></th>
<th>HLMS</th>
<th>QUAD</th>
<th>2-ADD</th>
</tr>
</thead>
<tbody>
<tr>
<td>$b_\mu$</td>
<td>-0.0567233</td>
<td>-0.0571832</td>
<td>-0.0562092</td>
</tr>
<tr>
<td>$b_0$</td>
<td>-0.000025</td>
<td>-0.000005</td>
<td>-0.0000175</td>
</tr>
<tr>
<td>$b_1$</td>
<td>0.039065</td>
<td>0.041405</td>
<td>0.04222</td>
</tr>
<tr>
<td>$\sigma_\mu$</td>
<td>0.0158592</td>
<td>0.0272324</td>
<td>0.0575833</td>
</tr>
<tr>
<td>$\sigma_0$</td>
<td>0.0329080</td>
<td>0.0549783</td>
<td>0.1184147</td>
</tr>
<tr>
<td>$\sigma_1$</td>
<td>0.0185197</td>
<td>0.0322075</td>
<td>0.0649976</td>
</tr>
</tbody>
</table>

### TABLE IX
BIAS AND STANDARD DEVIATION FOR $\chi^2_{\mu_{\text{add}}}$

<table>
<thead>
<tr>
<th></th>
<th>HLMS</th>
<th>QUAD</th>
<th>2-ADD</th>
</tr>
</thead>
<tbody>
<tr>
<td>$b_\mu$</td>
<td>-0.0500573</td>
<td>-0.0448485</td>
<td>-0.0355478</td>
</tr>
<tr>
<td>$b_0$</td>
<td>0.0000075</td>
<td>-0.000015</td>
<td>-0.0000002</td>
</tr>
<tr>
<td>$b_1$</td>
<td>0.0356383</td>
<td>0.0335867</td>
<td>0.0332783</td>
</tr>
<tr>
<td>$\sigma_\mu$</td>
<td>0.0187834</td>
<td>0.0322533</td>
<td>0.0597895</td>
</tr>
<tr>
<td>$\sigma_0$</td>
<td>0.0388520</td>
<td>0.0666883</td>
<td>0.1265352</td>
</tr>
<tr>
<td>$\sigma_1$</td>
<td>0.0205464</td>
<td>0.0347369</td>
<td>0.0637271</td>
</tr>
</tbody>
</table>

### TABLE X
BIAS AND STANDARD DEVIATION FOR $\chi^2_{\mu_{\text{2-add}}}$

<table>
<thead>
<tr>
<th></th>
<th>HLMS</th>
<th>QUAD</th>
<th>2-ADD</th>
</tr>
</thead>
<tbody>
<tr>
<td>$b_\mu$</td>
<td>-0.0500573</td>
<td>-0.0448485</td>
<td>-0.0355478</td>
</tr>
<tr>
<td>$b_0$</td>
<td>0.0000075</td>
<td>-0.000015</td>
<td>-0.0000002</td>
</tr>
<tr>
<td>$b_1$</td>
<td>0.0356383</td>
<td>0.0335867</td>
<td>0.0332783</td>
</tr>
<tr>
<td>$\sigma_\mu$</td>
<td>0.0187834</td>
<td>0.0322533</td>
<td>0.0597895</td>
</tr>
<tr>
<td>$\sigma_0$</td>
<td>0.0388520</td>
<td>0.0666883</td>
<td>0.1265352</td>
</tr>
<tr>
<td>$\sigma_1$</td>
<td>0.0205464</td>
<td>0.0347369</td>
<td>0.0637271</td>
</tr>
</tbody>
</table>
HLMS QUAD 2-ADD

<table>
<thead>
<tr>
<th></th>
<th>σ = 0.01</th>
<th>σ = 0.02</th>
<th>σ = 0.05</th>
<th></th>
<th>σ = 0.01</th>
<th>σ = 0.02</th>
<th>σ = 0.05</th>
<th></th>
<th>σ = 0.01</th>
<th>σ = 0.02</th>
<th>σ = 0.05</th>
</tr>
</thead>
<tbody>
<tr>
<td>(b_\mu)</td>
<td>-0.0274957</td>
<td>-0.0231342</td>
<td>-0.0136413</td>
<td>-0.1043289</td>
<td>-0.0912383</td>
<td>0.0204555</td>
<td>-0.0240936</td>
<td>-0.0254146</td>
<td>-0.0214275</td>
<td></td>
<td></td>
</tr>
<tr>
<td>(b_\delta)</td>
<td>0.0000025</td>
<td>0.000015</td>
<td>-0.0000025</td>
<td>-0.000001</td>
<td>0.0000024</td>
<td>-0.0000003</td>
<td>0.0000175</td>
<td>0.000017</td>
<td>0.000015</td>
<td></td>
<td></td>
</tr>
<tr>
<td>(b_I)</td>
<td>0.0106917</td>
<td>0.0071467</td>
<td>0.002985</td>
<td>0.0686683</td>
<td>0.0581317</td>
<td>-0.0186783</td>
<td>0.0035767</td>
<td>0.0044533</td>
<td>0.0017783</td>
<td></td>
<td></td>
</tr>
<tr>
<td>(\sigma_\mu)</td>
<td>0.0162511</td>
<td>0.0293767</td>
<td>0.0590552</td>
<td>0.0386861</td>
<td>0.0616810</td>
<td>0.0575809</td>
<td>0.0260201</td>
<td>0.0478450</td>
<td>0.0681717</td>
<td></td>
<td></td>
</tr>
<tr>
<td>(\sigma_\phi)</td>
<td>0.0342420</td>
<td>0.0600811</td>
<td>0.1319089</td>
<td>0.1364497</td>
<td>0.2036908</td>
<td>0.1220339</td>
<td>0.0829561</td>
<td>0.1569252</td>
<td>0.1981763</td>
<td></td>
<td></td>
</tr>
<tr>
<td>(\sigma_I)</td>
<td>0.0180436</td>
<td>0.0331207</td>
<td>0.0651760</td>
<td>0.0482208</td>
<td>0.0835801</td>
<td>0.0625075</td>
<td>0.0320485</td>
<td>0.0532517</td>
<td>0.0878520</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

**TABLE XI**
Bias and standard deviation for \(\lambda_{\mu_0}^{1\leq 4}\)

<table>
<thead>
<tr>
<th>reference</th>
<th>HLMS</th>
<th>QUAD</th>
<th>2-ADD</th>
</tr>
</thead>
<tbody>
<tr>
<td>(\mu_{\text{add}}({\emptyset}))</td>
<td>0.1</td>
<td>0.02742</td>
<td>0.264051</td>
</tr>
<tr>
<td>(\mu_{\text{add}}({1}))</td>
<td>0.5</td>
<td>0.02742</td>
<td>0.148644</td>
</tr>
<tr>
<td>(\mu_{\text{add}}({2}))</td>
<td>0.3</td>
<td>0.29794</td>
<td>0.301014</td>
</tr>
<tr>
<td>(\mu_{\text{add}}({1,2}))</td>
<td>0.8</td>
<td>0.529422</td>
<td>0.564461</td>
</tr>
<tr>
<td>(\mu_{\text{add}}({3}))</td>
<td>0.15</td>
<td>0.143562</td>
<td>0.148644</td>
</tr>
<tr>
<td>(\mu_{\text{add}}({1,3}))</td>
<td>0.65</td>
<td>0.464868</td>
<td>0.413156</td>
</tr>
<tr>
<td>(\mu_{\text{add}}({2,3}))</td>
<td>0.45</td>
<td>0.456507</td>
<td>0.44978</td>
</tr>
<tr>
<td>(\mu_{\text{add}}({1,2,3}))</td>
<td>0.95</td>
<td>0.764711</td>
<td>0.713669</td>
</tr>
<tr>
<td>(\mu_{\text{add}}({4}))</td>
<td>0.05</td>
<td>0.057158</td>
<td>0.050786</td>
</tr>
<tr>
<td>(\mu_{\text{add}}({1,4}))</td>
<td>0.55</td>
<td>0.549121</td>
<td>0.54926</td>
</tr>
<tr>
<td>(\mu_{\text{add}}({2,4}))</td>
<td>0.35</td>
<td>0.35709</td>
<td>0.351959</td>
</tr>
<tr>
<td>(\mu_{\text{add}}({1,2,4}))</td>
<td>0.85</td>
<td>0.845358</td>
<td>0.849829</td>
</tr>
<tr>
<td>(\mu_{\text{add}}({3,4}))</td>
<td>0.2</td>
<td>0.2074</td>
<td>0.200412</td>
</tr>
<tr>
<td>(\mu_{\text{add}}({1,3,4}))</td>
<td>0.7</td>
<td>0.695773</td>
<td>0.699328</td>
</tr>
<tr>
<td>(\mu_{\text{add}}({2,3,4}))</td>
<td>0.5</td>
<td>0.49567</td>
<td>0.501688</td>
</tr>
<tr>
<td>(\mu_{\text{add}}({1,2,3,4}))</td>
<td>1.0</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>(\phi_{\text{add}}(1))</td>
<td>0.00172641</td>
<td>-0.001479</td>
<td>-0.001798</td>
</tr>
<tr>
<td>(\phi_{\text{add}}(2))</td>
<td>0.0466402</td>
<td>-0.004872</td>
<td>0.001878</td>
</tr>
<tr>
<td>(\phi_{\text{add}}(3))</td>
<td>0.222</td>
<td>0.473771</td>
<td>0.26581</td>
</tr>
<tr>
<td>(\phi_{\text{add}}(4))</td>
<td>0.0064852</td>
<td>0.0017322</td>
<td>0.0027885</td>
</tr>
<tr>
<td>(I_{\text{add}}(1,2))</td>
<td>0.0018243</td>
<td>0.0032101</td>
<td>0.000427</td>
</tr>
<tr>
<td>(I_{\text{add}}(1,3))</td>
<td>0.0222</td>
<td>0.473771</td>
<td>0.26581</td>
</tr>
<tr>
<td>(I_{\text{add}}(1,4))</td>
<td>0.0064852</td>
<td>0.0017322</td>
<td>0.0027885</td>
</tr>
<tr>
<td>(I_{\text{add}}(2,3))</td>
<td>0.0042057</td>
<td>0.0075858</td>
<td>-0.001587</td>
</tr>
</tbody>
</table>

**TABLE XII**
Average values for \(\mu_{\text{add}}, \phi_{\text{add}}, I_{\text{add}}\)
$$
\begin{array}{|c|c|c|c|}
\hline
\text{reference} & \text{HLMS} & \text{QUAD} & \text{2-ADD} \\
\hline
\mu_0(\emptyset) & 0 & 0 & 0 \\
\mu_0(\{1\}) & 0.4 & 0.17436 & 0.016814 & 0.142681 \\
\mu_0(\{2\}) & 0.1 & 0.093464 & 0.098650 & 0.083161 \\
\mu_0(\{1,2\}) & 0.6 & 0.440766 & 0.132855 & 0.558729 \\
\mu_0(\{3\}) & 0.1 & 0.078577 & 0.086971 & 0.042494 \\
\mu_0(\{1,3\}) & 0.5 & 0.333549 & 0.099548 & 0.343447 \\
\mu_0(\{2,3\}) & 0.1 & 0.109621 & 0.10846 & 0.132625 \\
\mu_0(\{1,2,3\}) & 0.6 & 0.720909 & 0.14176 & 0.766465 \\
\mu_0(\{4\}) & 0 & 0.008948 & 0.009270 & 0.010288 \\
\mu_0(\{1,4\}) & 0.4 & 0.397521 & 0.395168 & 0.295913 \\
\mu_0(\{2,4\}) & 0.2 & 0.192852 & 0.190389 & 0.137254 \\
\mu_0(\{1,2,4\}) & 0.7 & 0.699592 & 0.697977 & 0.755765 \\
\mu_0(\{3,4\}) & 0.1 & 0.114172 & 0.108012 & 0.089282 \\
\mu_0(\{1,3,4\}) & 0.5 & 0.492739 & 0.49685 & 0.533179 \\
\mu_0(\{2,3,4\}) & 0.2 & 0.202995 & 0.201046 & 0.223217 \\
\hline
\end{array}
$$

\begin{array}{|c|c|c|c|}
\hline
\phi_0(1) & 2.100 & 1.80051 & 1.2699 & 1.83893 \\
\phi_0(2) & 0.900 & 1.0206 & 0.85403 & 1.09997 \\
\phi_0(3) & 0.500 & 0.60101 & 0.49317 & 0.57345 \\
\phi_0(4) & 0.500 & 0.57788 & 1.38289 & 0.48764 \\
\hline
I_0(1,2) & 0.200 & 0.276207 & 0.166238 & 0.332886 \\
I_0(1,3) & 0.100 & 0.165956 & 0.096048 & 0.158272 \\
I_0(1,4) & 0.100 & 0.180482 & 0.519853 & 0.142944 \\
I_0(2,3) & 0.000 & 0.0519022 & 0.014073 & 0.006969 \\
I_0(2,4) & 0.200 & 0.0856874 & 0.224188 & 0.043803 \\
I_0(3,4) & 0.100 & 0.039727 & 0.104929 & 0.036499 \\
\hline
\end{array}

\text{TABLE XIII}

\text{AVERAGE VALUES FOR } \mu_0, \phi_0, I_0