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Abstract. Let {by (r), t € R} be the fractional Brownian motion with parameter 0 < H < 1. When 1/2 < H, we consider diffusion
equations of the type

X(t)=c+/
0

In different particular models where o (x) = ¢ or o(x) = ox and u(x) = u or u(x) = wx, we propose a central limit theorem
for estimators of H and of o based on regression methods. Then we give tests of the hypothesis on ¢ for these models. We also
consider functional estimation on o (-) in the above more general models based in the asymptotic behavior of functionals of the
2nd-order increments of the fBm.

t t

G(X(u))de(u)-i—/O (X ) du.

Résumé. Soit {b (1), t € R} le mouvement Brownien fractionnaire de parametre 0 < H < 1. Lorsque 1/2 < H, nous considérons
des équations de diffusion de la forme

X(t):c—}—/
0

Nous proposons dans des modeles particuliers ou, o (x) =0 ouo(x) =0 x et u(x) = @ ou u(x) = wx, un théoréme central limite
pour des estimateurs de H et de o, obtenus par une méthode de régression. Ensuite, pour ces modeles, nous proposons des tests
d’hypotheses sur o. Enfin, dans les modeles plus généraux ci-dessus nous proposons des estimateurs fonctionnels pour la fonction
o (+) dont les propriétés sont obtenues via la convergence de fonctionnelles des accroissements doubles du mBf.

1 t

a(X(u))de(u)—f—/O (X (w)) du.

AMS 2000 subject classifications: 60F05; 60G15; 60G18; 60H10; 62F03; 62F12; 33C45
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1. Introduction

Let {bg (1), t € R} be the fractional Brownian motion with Hurst coefficient H, 0 < H < 1. For H > 1/2, the integral
with respect to fBm can be defined pathwise as the limit of Riemann sums (see [8] and [9]). This allows us to consider,
under certain restrictions over o (-) and u(-), the “pseudo-diffusion” equations with respect to fBm, that is,

t

t
X(t):c—i—/ o(X(u))de(u)—I—/ w(X () du. (1
0 0

Our main interest in this work is to provide estimators for the function o (-).
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In Section 3.1 we propose simultaneous estimators of H and of ¢ in models such that o (x) =0 or o(x) =0ox
and p(x) = p or u(x) = ux. Following [4,7] and [8], we can give an explicit expression for the unique solution to
each equation that is a function of the trajectory of by (-). Instead of the original process, we use a mollified ver-
sion and we assume we observe a smoothed by convolution process, defined as X, () = ¢ * X (). Here ¢, which
tends to zero, is the smoothing parameter and ¢, (-) is a convolution kernel such that ¢.(-) = %go(g'), with ¢(-) a C 2

positive kernel with L! norm equal to one. Then we observed functionals of the type fol h(Xe@))| Xe(u)|* du, with
hix)=1/ |x|k in the case of linear o (-) and i(x) = 1 in the case of constant o (-). Such an observation could seem
unusual but note that in case where ¢(-) = 1j_1,01 * 1j—1,01(-), then szfg(u) =X +2) —2X(u+¢)+ X(u).
Although ¢(-) is not a C? function, all results obtained in this paper can be rewritten with this particular ap-
proximation. So our method can be related with variation methods and consists in obtaining some least squares
estimators for H and o in certain regression models. This method can be compared to that of [3], where the
model was the fBm i.e. () =1 and u(-) = 0 and the purpose was to estimate H. Indeed, we prove that
the asymptotic behavior of such estimators, that is, (ﬁk — H)/./¢ and (0; — o)/(/elog(e)) are both equiva-
lent to those of certain non-linear functionals of the Gaussian process b‘;_,(-) = @ * by (-). As in [3], we show
that they satisfy a central limit theorem using the method of moments, via the diagram formula. It is interest-
ing to note that the rates of convergence of such estimators are not the same. Furthermore the asymptotic law
of (ﬁk,gk) is a degenerated Gaussian. Hence, we could not provide simultaneous confidence intervals for H and
o. Finally, we proved that the best estimators for H and o in the sense of minimal variance are obtained for
k=2.

In Section 3.2, we get back to more general models of the form (1) and our goal is to provide functional estimation
of o(-) as in [2]. Indeed, in [2] we considered the case where (-) = 0 and we proved that, if NSX (x) denotes the
number of times the regularized process X, (-) crosses level x, before time 1, then for 1/2 < H < 1 and any continuous
function A,

x e(l-H) oo X as. 1
\/; [ h(x)N; (x)dx—>/0 h(X u))o (X () du. 2)

O2H

Furthermore we got the following result about the rates of convergence proving that there exists a Brownian mo-
tion W (-) independent of by (-) and a constant o, such that for 1/2 < H <3/4,

1 \/?e“—”” > X :
%[ 2 O2H /;ooh(X)Ns (X)dx_/o h(X(u))G(X(u))du}

1
30& /0 h(X(u))U(X(u)) dW (u), 3

under some assumptions on the function 4.

The proofs of these two last convergences are based on the fact that, on the one hand, when wu(-) =0
and because fBm has quadratic variation when H > % and o(-) € C/(R), the splution to Eq. (1) is given by
X(t) = K(by(¢t)) where K is the solution to the ordinary differential equation K () = o (K (¢)) with K(0) =c¢
(see [8]). On the other hand, by the Banach formula, we have ffooo h(x)NSX (x)dx = fol h(Xe )| X, (u)| du
and since X,(u) ~ K by (u))lii,(u) = o (K (bYy (u)))B;, (1), we needed to look for the asymptotic behavior of
a particular non-linear functional of the regularized fBm b%, () and Theorems 1.1 and 3.4 of [2] gave the re-
sult.

We need to recall these two convergence results because they can serve as a motivation to the statement of Theo-
rems 3.8 and 3.9. Indeed in these two last theorems we will use the same type of approximations and convergence.
Also convergences in (2) and (3) can serve as a motivation to the main interest in the present paper, that is to work with
the second derivative of the smoothed process instead of the first one. Indeed in the second convergence result (3), we
obtained the restrictive condition H < 3/4 due to the fact that we used the first derivative of X, ().

Thus in this work, having in mind to reach all the range of H < 1, we considered the case where 1(-) is not nec-
essarily null and instead of considering functionals of |X «()], we worked with functionals of |5f 5(-)|k. This approach
allowed us to provide functional estimation of o () as in (2) and to exhibit the rate of convergence as in (3) for any
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value of H in ]1/2, 1], using a generalization of the two last convergence results when 1 (-) = 0 and then applying the
Girsanov theorem (see [5] and [6]).

We observe that the limit convergence in (2) is fol h(X(u))o (X (u))du and will become fol ok (X (1)) du in that
work in cases where A(-) = 1. Thus if we get back to the last four models of Section 3.1 and if we take into account
the form of o (-), that is o (x) = o or o (x) = ox, the limit integral is now a function of o. Thus in the second part
of Section 3.1 we propose estimators for o when H is known. This supplementary information about H leads us to
estimators of o performing more than those of the first part of Section 3.1 because the rate of convergence will be
1/4/¢ instead of 1/(y/log(¢)) as before.

Finally in Section 3.3, a result similar to the one of part two in Section 3.1 can be obtained under contiguous
alternatives for o and provides a test of the hypothesis for such a coefficient.

We work with the techniques described in the last sections but without using the Girsanov theorem that is more
tricky to use since under the alternative hypothesis o depends on ¢.

2. Hypothesis and notation

Let {by (t), t € R} be a fractional Brownian motion (fBm) with parameter 0 < H < 1 (see for instance [10]), i.e. by (-)
is a centered Gaussian process with the covariance function:

1
E[by ()bu(s)] = Ev%H[WH + s — 1 — 5],

with U%H :=[['(2H + 1)sin(nH)]~'. We define, for a C? density ¢ with compact support included in [—1, 1], for
each t > 0 and ¢ > 0 the regularized processes:

. 1 [® (t—x e=Hpe (1)
10) :=—/ o —= )bu(x)dx and Z.(t) = ——2,
& J_ o £ O2H

with
2 Q-H)j; L[ Goomya, 2
o5y =Vle b;(z)]=ﬁ/ x| |(—x)|" dx.
—00

We shall use Hermite polynomials, defined by

) o~ H, (x)t"
e(tx 1°/2) _ Z p .
n=0

They fgrm an orthogonal system for Ehe standard Gaussian measure ¢ (x)dx and, if 4 € L2(¢ (x)dx), then h(x) =
Y onso hn Hy(x) and [|A]5 , := 30 han!.

Let g be a function in L?(¢(x) dx) such that g(x) = 32| &, H, (x), with ||g||%’¢ =%, 82n! < +oo0.

The symbol “=>" will mean weak convergence of measures.

At this step of the paper it will be helpful to state several theorems obtained in [3] in the aim to enlighten the
notations and to make this paper more independent of it.

We proved the two following theorems.

Theorem 2.1. Forall0 < H < 1 and k € N*,

1
/ (2] du =% EINT,
0 E—>

where N will denote a standard Gaussian random variable.
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Remark. This theorem implies that Z.(-) = N when & goes to zero, the random variable Z.(-) is considered as a
variable on ([0, 1], L) where A is the Lebesgue measure. This last convergence implies that for all 0 < H < 1 and real
k > 0, almost surely, fol | Ze (u)|¥ du — E[|N|¥].

For ¢ > 0, define
1
Se(e) == 8_1/2/0 g(Zg(u)) du.

Theorem 2.2. Forall0 < H <1,
Se(e) = X(),
e—>0

where the above convergence is in the sense of finite-dimensional distributions and X (-) is a cylindrical centered
Gaussian process with covariance pg (b, ¢) :=E[X (b)X ()], where for b, ¢ > 0,

+00

1 .,
pg(b, ) = —Zgnn!/ o (x, b, ¢)dx,
v/ bc 1

—00

and for x € R,

(be)@—H) oo —2H) jixy > o\
(be)>H) / G2 ey G(—by)g(cy) dy.

pr (X, b, ¢) :=E[Zep(ex + 1) Zec(u) | = P02 Iyl
2H YT

Note that for fixed ¢ > 0, py (x, ¢, c) = pg(x/c), where for x € R,

L[
pr (x) :=1E[Zg(8xJru)Zs(u)]=ZM2 / |G [g(—y) | dy,
2H Y%

so that, pg(c, c) = ag = Z;’lozl g2n! f too P (x) dx. Therefore we furthermore got the following remark that was also

—00
shown in Corollary 3.2(i) in [2].
Remark. If c > 0 is fixed, Sg(ec) = o N.

For all m e N* forall¢y >0,¢>0,...,¢, >0andforall di, da, ...,d, € R, we will denote

m m m 2
Tem(©d) =" "didjpg(ci,c)) = E[Zd,-xm)} :
i=1

i=1 j=1

We also proved in [3] the following lemma.

Lemma 2.1. lim; o B[}/, d; S, (ec))* =0, ,(c. d).

Throughout the paper, C (resp. C(w)) shall stand for a generic constant (resp. for a generic constant that depends
on w living in the space of the trajectories), whose value may change during a proof, and log(-) for the Naperian
logarithm.

For k > 1, we shall note ||N||£ := E[|N|¥], and if C(-) is a measurable function we shall note ||C(~)||§ =

fO‘ |C)[*du, by |[COIIf, := [y |Cw)[*du and by [[C()} e := f; |C(u)|F du, for & > 0.
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3. Results
3.1. Simultaneous estimators of H and of o

As mentioned in the Introduction, we are interested in providing simultaneous estimators of H and o in the four
following models. For H > 1/2 and t > 0

dX (1) = o dby (1) + pdt, 4
dX (@) =0 dby(t) + X (t) dt, %)
dX(0)=0X@)dby () + nX (1) dt, (6)
dX(t) = o X (t)dby () + ndt, (7

with X (0) = c.

The solution to these equations are, respectively:

4) X(@)=o0by(t)+ ut + c (see [8]),

(5) X(1) = 0by (1) +exp(ui)o u(fy br (s) exp(—ps) ds) + cl,
(6) X(1) =cexp(ut +oby(t)) (see [4] and [7]),

(7) X(t) =exp(abp()(c+ u [y exp(—obp(s))ds).

We consider the problem of estimating simultaneously H and o > 0. Suppose we observe instead of X(¢)
a smoothed by convolution process X.(t) = ¢, * X (¢), where ¢.(-) = 1/e¢p(-/¢), with ¢(-) as before and where
we have extended X (-) by means of X (t) =c,ift <O0.

For model (7) we will make the additional hypothesis that i and ¢ have the same sign with p possibly null.

From now on, we shall note for each ¢t > 0 and ¢ > 0,

oy
£ X for the first two models,
X o O2H
Zo ()= omy v
e T X for the other two
o210 Xe (1) '

For k > 1, let us denote

1 1 k
Ap(e) := zX du ) —1. 9
L) oanni(/o 12X ()| u) ©)

The remark following Theorem 2.1 allows us to state the following theorem.

Theorem 3.1. Fork > 1,
(1) Ag(e) =3 0.

e—0
(2) Furthermore

1
ﬁAk(e) =S¢, (6) +045.(1), where

|x ¥

ge(x) = —— — 1.
INJ&

(10)

At this step, we can propose estimators of H and o, by observing X, (u) at several scales of the parameter ¢, i.e.
hi=c¢ci,¢c; >0,i=1,..., L. Inthis aim, let us define
fol | X () |k du for the first two models,

s
fo xﬁg\ du

M (e) == (11)

for the other two.
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Using assertion (1) of Theorem 3.1, we get

Sk(z_H) My (&) as.

ko INIE =0
from which we obtain
log(Mj(e)) = k(H —2)log(e) + log(ch a* IN1§) + 0as.(1). (12)
The following regression model can be written, for each scale 4;:
Yi=aqX; +be+&, i=1,...,¢,

where ay :=k(H — 2), by := log(ozkHokHNH],g) and fori =1,...,¢, Y; :=1log(My(h;)), X; :=log(h;). Hence, the
least squares estimators Hy of H and By of by are defined as

L

k(Hy —2):=") 2 log(My(hy)) (13)
i=1
and
1< 1<
Bi= > log(My(hi)) — k(Hy — 2 > log(hy), (14)
i=1 i=l1
where
Vi | o
l
L= and y; :=log(ci) — — Zlog(c,-).
iz yi2 £ i=1

Note the following property

4 4
ZZ[ZO and Zziy,-zl. (15)
i=1 i=1

Then we propose

k . _k
020 = Oy s

as estimator of aé‘H and

—  exp(By)
o —_—

= , (16)
ayylINII§
as estimator of o*. Finally, we propose &} as estimator of o defined by
G = (k). (17)

Theorem 3.1 and Theorem 2.2 imply the following theorem for all the range of H belonging to ]1/2, 1.

Theorem 3.2. Fork >1,
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€8 ﬁk is a strongly consistent estimator of H and

)
where gi(-) is defined by (10) and

n—1

gk(x>—Zg2nkHzn(x> with g = - ),l_[<’<— 2i).

n=1

(2) Oy is a weakly consistent estimator of o and

o ()

Remark. As in [3], the variance o (¢, J/e(z/k)) is minimal for k = 2 and then the best estimators for H and o in
the sense of minimal variance are obtamed fork =2.

Now let us suppose that H, % < H < 1, is known. Theorem 3.1 also provides estimators for o . Indeed, if for k > 1
we set,

_1ZXOl

(see (8) for definition of ZX (),
NIk

then Theorem 3.1 and the remark following Theorem 2.2 imply the following theorem.

Theorem 3.3. For k > 1 and if H is known with % < H < 1 then

(1) oy is a strongly consistent estimator of o and

2

L N0, %02
7o (0 Eh)

k2 8k
where gi(-) is defined by (10).

Remark 1. Note that the rate of convergence in assertion (2) is 1/./¢ instead of 1/(/€log(¢)) as in assertion (2) in
Theorem 3.2. This is due to the fact that here H is known.

Remark 2. The variance cr;k /k* is minimal for k = 2 and then the best estimator for o in the sense of minimal
variance is obtained for k = 2.

Proof of Theorem 3.1.
(1) We need the following lemma for which proof is given in the Appendix.

Lemma 3.1. For0 <t <1,

05;1 ®) + a(t) for the first two models,

X (1) = { o X, (l‘)b% (t) + X (t)ac(t) for the other two,

with

|as(1)| < C(w)(e H=270110</<e) + @ 72797, <i<1y), foranyd>0.
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Remark. Indeed, for the first model one has,

|ae ()] < C@)e™ 2D 1p<<4
and for the second one,

la: ()| < C(@) (e > 1 o<i<e) + 7 e<i<ny).

We have to prove that almost surely, ||Z§ (), converges to o||N||; when & goes to zero. For this, we write
1ZX Il as
[zEOle=lo Ol +12E Ol = lo 2Ol

By the remark following Theorem 2.1, we know that || Z,(-)||x converges almost surely to || N||x when & goes to
zero. Thus, we have just to prove that ||| Z€X Ok — lo Zs () ||k | converges almost surely to zero with ¢. By Lemma 3.1
and using Minkowski’s inequality, one has

AORLYACIA
g—H)

25O = oz O

A

p— lae )|, < Cl@) (174D 4 £ H=D).

Choosing § small enough, i.e. 0 < § < inf(%, H), we proved that the last term in the above inequality tends almost
surely to zero with ¢ and assertion (1) follows.
(2) We write

1
—=A(e) = Sy (o) + (12X Ol = loz:Ol).

NG

Let us prove now that (||Z§(-)||”,§ — |lo Zg(-)||§) = 045.(4/€). Using the bound

1
VEIN|lfo*

[l 4 1€ = e < 297 Dkiy I (1] * 7D + 1 %7D), - for k> 1,
and Holder’s inequality, we obtain
k k
WAIE = lglf < [lr ol = g0,
- k—1 k—1
<2 Dkyf = gl [lgl ™ +1F = gld ] (18)
Let us apply this inequality to f(-) := Z§(~) and to g(-) := o Z.(-), successively with the norm || - ||, and the norm
Il e
On the one hand, applying Lemma 3.1, one obtains that ||Z§(~) —0Z:( ke < C(w)e1/*=9 and that ||Z§(-) —
0Z: (ke < Clw)e 9.
On the other hand, the trajectories of by () are (H — §)-Holder continuous, in other words for any § > 0

|br(u+e) —bu@)| < Clw)e™ . (19)

Using this fact, we get

iy 0] =

8—12f00 G)(br(u —ev) — by () dv| < Clw)e# =279, (20)

We deduce [|Z: () llk.e < C(@)e"/*= and | Z: () lg,ec < Clw)e™.
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Finally, taking § small enough, i.e. 0 < § < %(H - %), we proved that

ZXO[f = oz ] < Cl) (1720 4 730 4 gktH=b)
< C(w)E(H_(Sk) = Oaisi(«/g),
and assertion (2) follows. |
Proof of Theorem 3.2.
(1) By using (13) and (12) we obtain

4
k(Hy —2) =y zi[k(H — 2)log(eci) + bi] + 0as. (1),

i=1
and property (15) gives
k(Hi —2) = k(H = 2) + 045.(1).

We proved that Hyisa strongly consistent estimator of H.
Now by using definitions of Ay (g) and of M (e) (see (9) and (11)), one obtains

Ar(e) = ekCH) exp(—br) My (e) — 1.
With this definition and using a Taylor expansion for the logarithm function one has

log(Mk(e)) = log(sk(H_2) exp(bk)) + log(l + Ak(s))

= k(H —2)10g(e) + bg + Aw(e) + A2(e) [—% +e1 (Ak(s))}. @D

Let us see that

A,%(e)[—% +81(Ak(8))] =op(¢). (22)
By assertion (2) of Theorem 3.1 we know that

%Ak(s) = S (€) 4 0a.(1), (23)
where gi () is defined by (10), and by Lemma 2.1,

E[S;, ()] =0(1), (24)
50 J=AR(e) = op(1) and then (22) is proved.

By using (21)~(23) we obtain
log(Mi(e)) = k(H — 2)log(e) + by + /€Sy (e) +0p(Ve). (25)

Thus (13), (25) and property (15) entail that

14
k(Hy —2) =k(H —2) + Y 2/2Ci Sg, (6ci) + 0p (VE).

i=1
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Then

H,— H 1
% _ZZI\/—Sgk(SCz)+0P(1)

Theorem 2.2 gives the required result (the computation of the coefficients in the Hermite expansion of function g (-)
is explicitly made in the proof of Corollary 3.2 of [3]).

(2) Let us see that §k is a weakly consistent estimator of by.

By using (14) and (25), one has

4 J4
- k . 1
Bk—bkzz(H—Hk)E log(hi)+ﬁZ§ VCiSg, (eci) + v/eop(1).
i=1 i=l1
Thus

~ PO P | o
By — by = klog(e)(H — Hy) + 5 (H = Hi) ) Jlog(ci) + /&5 D /eiSg (eci) +/zop (D).

i=1 i=1
Using assertion (1) of Theorem 3.2 and (24), we obtain

[By — b _ H - H,
Velog(e) _k< NG >+0P(1)’ 20

and then using again assertion (1) of Theorem 3.2 we proved that Bisa weakly consistent estimator of by.
Now using a Taylor expansion of order one for the exponential function, equality (26), the fact that By is a weakly
consistent estimator of by and assertion (1) of Theorem 3.2, we finally get

[exp(By) —exp(h)] H — Hy
oz —kexp(bw( NG )+op<1>. 27)

Thus if we get back to the definition of c/rI (see (16)) and if we use the last equality (27) we get

(oK — ok Ukexp(—bk){ [ 1 1 } . }
= Bi) — exp(bo)] + exp(B -
Jeiose) = Jolos® [exp(Bx) — exp(bi)] + exp(By) 2H o op
. k k
o k(H - Hk o\ B ~ loop =0y,
=ko ( NG )—i-(%ﬁk) exp( bk)exp(Bk)iﬁlog(S) +op(1).

At this step of the proof we are going to show that

(oF —ah) —kok<H_ Hi

H,
Vet = () e @

Using the fact that §k is a weakly consistent estimator of by it is enough to prove the following convergence
k k
(2n %) P
= "% 7,
Jelog(e) -0
which is the same as showing

2 2
(UZH GZHk) P

Jeloge) o0 (29)
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We write

(02 - UZA ) 1 oo R
N RN / x| OG0 [ {1 — exp(2(H — Hiylog(1x1)) } dx.

Making a Taylor expansion for the exponential function we obtain

2 2 —~
@31 =%g) _ (H—H) [
JVelog(e)  my/elog(e) J
where 0, (x) is a point between 0 and 2(H — ﬁk) log(|x]). By using assertion (1) of Theorem 3.2, and inequality

),

we will get the convergence in (29) by showing the following convergence result

x| G-28) P |2 log(Jx]) exp(6e (x)) dx,

exp(6: (x)) < exp(2|H — Hy|[log(Ix|)

o0
/ 1x|®=2) [5(—x)|* log (1x1) | exp(2| H — Ay | log(lx[)]) dx
o0

aQ o0
as |x|(3—2H)|a(_x)|2| log(|x])| dx < +o0. (30)
—00

e—0

To prove the convergence in (30) we use the fact that (H — ﬁk) = 045.(1) and then for x # 0,

x| G2 [5(—x)|* [ 1og(Ix])| exp (21 H — Hyl|1og(1x1)])

2% 1367210 og((x) .
£—

Now, let 0 < § < inf(2H, (4 — 2H)), then almost surely for all w, there exists (w) such that 2|(H — ﬁk (w))| <8,
when ¢ < ¢(w). Furthermore, using the fact that ¢ is a density one has |@(—x)|> < 1. Since for x # 0, |@(—x)|? <
Clx |’4, then almost surely for all w, for all ¢ < e(w) and x # 0, one obtains

1x|C2 [G(—x)|* [ 1og(Ix]) | exp (21 H — Hil|log(1x1)])
< |x|C2HE D) Nog (1x]) 1111 + 1x] T 2E2D) Nog (1x) 11 =1

Since (H — §/2) > 0and (4 —2(H + 6/2)) > 0, we can apply Lebesgue’s dominated convergence theorem to obtain
the convergence in (30), thus we proved the convergence in (29) and equality (28) follows.

_Now if we remark that the asymptotic behavior of (6; /o — 1) (see (17) for definition of %) is the same as that of
(ckJo* — 1)/ k, then by (28) and assertion (1) of Theorem 3.2 the proof of assertion (2) is complete.

Remark. The last step of the proof shows that the asymptotic behavior of ((Hy — H)/Je, (0r —0a)/(Jelog(e))) isa
degenerated Gaussian law. (]

Proof of Theorem 3.3.

(1) Assertion (1) follows from assertion (1) of Theorem 3.1. )
(2) Assertion (2) of Theorem 3.1 and the remark following Theorem 2.2 imply that ﬁ ([%]k — 1) converges weakly
to 0, N (0, 1) that yields assertion (2).
Remark 2 follows from the fact that since g2 x = %, one has

+00 2

1 o
2 2 82
Jo (x)dx:—/ pgx)dx = —==.
" 2 ) 7" 4 0

o +00

gz 1 00 5 +00 5 2 2
5= ﬁ;g%k(zn)’/w PR (x) dx = k—zgz,k/

—00
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3.2. Functional estimation of o (-)

Under certain regularity conditions for u(-) and o (-), we consider the “pseudo-diffusion” equations (1) with respect
to by (+), that is

' '
X(t)=c~|—/ o(X(u)) de(u)—l—f /L(X(u)) du
0 0

for t > 0, H > 1/2 and positive o (-). We consider the problem of estimating o (-). Suppose we observe, as before,
instead of X (¢) the smoothed by convolution process X, (t) = % ffooo go(’_Tx)X (x) dx, with ¢(-) as in Section 2, where
we have extended X (-) by means of X (t) =c, if t <O0.

In a previous paper [2], in the case where w(-) = 0, estimation of o (-) is done, using the first increments of X (-) or
more generally the first derivative of X, (-). Namely we proved the two following theorems.

Theorem 3.4. Let 1/2 < H < 1. Ifh(-) € C° and o (-) € C' then

T eld—H) 1 . a.s !
\/i — / h(xg(u))|xg(u)|du;>/ h(X w))o (X (u)) du
2 oon Jo 0

where 6, is defined by

- oy L[ om)) - 2
0'221_1 = V[E,‘(l H)bil(l)] = ﬁ/ |-)C|(1 2H)|§0(_x)| dx.
—00

The rate of convergence is given by Theorem 3.5.

Theorem 3.5. Let us suppose that 1/2 < H < 3/4, h(:) € C*, o(-) € C*, o () is bounded and sup{|o(4)(x)|,
|h® (x)|} < P(|x|), where P(-) is a polynomial, then

T e(l-H) 1 . 1
[ /h(xg(u))|x8(u)|du—/0 h(X(u))a(X(u))du:|,

2 o
converges stably towards
1
Og, /0 h(X(u))a(X(u)) dW (u).

Here, WC) is a standard Brownian motion independent of by (-), g1(x) = \/glxl — 1.

We give an outline of the proof of the last two above theorems in order to generalize these results to our setting,
considering the case where w(-) is not necessarily null. Indeed, because by () has zero quadratic variation when
H > 1/2,Lin (see ([8]) proved that when o (-) € C land 1 (-) =0, the solution to the stochastic differential equation (1)
can be expressed as X () = K (by (t)), for t > 0, where K (¢) is the solution to the ordinary differential equation (ODE)

K(t)=o(K()), K©O)=c (31)
(fort <0, X (1) =c).

Heuristic proof of Theorem 3.4. We have shown in [2] that

T e(1—H)
\/; / (Xe@))|Xe ()| du

:ﬁﬁf [ 1 G0 (K (5000) 5y 0
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and then Theorem 3.4 ensues from the Azais and Wschebor Theorem (see [1]) that follows.

Theorem 3.6. Let 1/2 < H < 1. For every continuous function h(-)

w e(-H) 1 . ws. [V
\/g _ /h(bg(u))|b§,(u)|du;>/ h(bp(u))du
O2H 0 0

Heuristic proof of Theorem 3.5. We proved in [2] that the cited approximation is 0, g (1/¢) that is

s(l_H)l:/Olh(Xg(u))‘f(g(uﬂdu—/Olh(K(b‘Z(u))) (K (6% ) |55 (u)|du:|—0as(\/§),

hence the asymptotic behavior of

1T TES(I_H) 1 . 1
ﬁ_\/; - /(;h(Xg(u))’Xg(u)’du—/o h(X(u))a(X(u))du:|,

is the same as that of

\}g 822_:) \/‘ f 5 0))o (K (b ))) By o) du — /(;1h(K(bH(u)))g(K(bH(u)))du}

hence Theorem 3.5 arises from Theorem 3.7 (see [2]) that follows.

Theorem 3.7. Let h(-) € C* such that |h(4) x)| < P(|x|), where P(-) is a polynomial, if 1/4 < H < 3/4, then

f (b5 (w)) b5 (u)|du—/ (bH(u))du}

converges stably towards

7 g(I-H)
2

1
Og, /0 h(bH(u)) dW (u).

Here, W(~) is still a standard Brownian motion independent of by (+), g1(x) = \/§|x| —1.
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Now we get back to our purpose, i.e. assuming that p(-) is not necessarily null in model (1), and estimating o (-)
by considering the second-order increments of X (-) and more generally the second derivative of X, (-) and working

with | X, (-)|F with k > 1, instead of | X, (-)|.
In this aim, we are considering the following assumptions on the coefficients p(-) and o (-):

(H1) o(-) is C' and Lipschitz function on R, and bounded away from zero.
There exists some constant n, (1/H — 1) < n <1, and for every N > 0, there exists My > 0 such that

|6(x) =6 < Mylx = yI", Vix|, [yl <N.

(H2) 1(-)is C', bounded and Lipschitz function on R.

Remark. Hypotheses (H1) and (H2) require that o (-) is bounded away from zero and that (-) is bounded. These last
two assumptions can be replaced by the following: there exist 0 <y <1 and M > 0 such that, |o (x)| < M(1 + |x|V)
and \u(x)| < M(1 + |x|), for all x € R. These new assumptions ensure that there exists an unique process solution
to the stochastic equation (1). Furthermore X (-) has almost surely (H — §)-Hdlder continuous trajectories on all
compact included in R™ (see [11]). In particular, the solutions X (+) to the last four previous models in Section 3.1 are

almost surely (H — §)-Holder continuous.
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At this step, let us state two theorems that we get thanks to Theorem 3.6 and Theorem 3.7.

Theorem 3.8. Ifh(-) € C* and 1/2 < H < 1, under hypotheses (H1) and (H2) then,

1 1
| n(x.
E[INIk]fo (Xe @)

Remark. If u(-) = 0, hypotheses (H1) and (H2) can be replaced by o (-) € C.

e AN

O02H

du &5 /01 h(Xw))[o (X )] du

Theorem 3.9. Let us suppose that 1/2 < H < 1, h(-) € C*, o (-) € C*, 5 (-) is bounded and sup{|c® (x)|, |h® (x)|} <
P(|x]), where P(-) is a polynomial, then under hypotheses (H1) and (H2)

—H)
[Enmk]/ (Xew) ‘ Xew

ﬁagk/o h(X @) [o (X )] dW ).

k

du — /0] h(X(u))[a(X(u))]kdu]

Here, gr(x) = |x|k — 1 and W(~) is still a standard Brownian motion independent of by (-).

1
E[IN|¥]
Remark 1. If u(-) =0, hypotheses (H1) and (H2) can be relaxed and the convergence will be stably convergence.

Remark 2. Note that this theorem is valid for all the range of H belonging to 11/2, 1] instead of 11/2,3/4[ as in
Theorem 3.5, this is due to the fact that we are working with the second-order increments of X () instead of the first
ones.

Remark 3. Note that by Theorem 3.1 and by the remark following Theorem 2.2, Theorem 3.8 and Theorem 3.9 are
still available under hypothesis h(-) = 1 for the first two models, even if hypotheses (H1) and (H2) are not exactly
satisfied by the second model.

Although these hypotheses are not fulfilled by the third model these two last results of convergence remain valid,
i.e. we have that

e g
s | [ g 2, [ fx o a
and that
1 1 g@—H)
%[EHNM/O — o / [l d”}

converges weakly towards o, 0% fol 1X () [F dW (u).

Remark 4. We conjecture that the two last results of convergence are still true for the fourth model, even if hypotheses
(H1) and (H2) are not satisfied by this one.

Proof of Theorems 3.8 and 3.9. We begin by showing the remark (resp. Remark 1) following Theorem 3.8 (resp. The-
orem 3.9) i.e. we suppose 1 (-) =0 in model (1).

We know that since o (-) € C!, for r > 0, X(t) = K (by (1)), where K () is the solution to the ODE (31) and for
t <0, X(¢) = c. Thus we are going to prove that

1 1
T.(h) := [/0 h(xg(u))|e<2*H>5€5(u)|"du—/0 h(K(b;,(u)))[a(K(b;,(u)))]’“|e<2”>15§1(u)|"du}
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is 045.(4/€) when h(:) € C I and 0,5 (1) when A(-) € C°. Then the remarks will follow from a generalization of
Theorems 3.6 and 3.7. The proofs of these generalizations being easy to obtain, they will not be given here. We still
just remark that since instead of considering the first-order increments of by (-), we study the second-order ones, and
convergence in the generalization of Theorem 3.7 is reached for all values of H in ]1/2, 1[.

We need the following lemma for which a proof is provided in the Appendix.

Lemma 3.2. In model (1), for u(-)=0and for0 <t <1,

X:(t) = K(b5,1) +as:(t) and X:@t) =0 (K (b5 )05 @)+ co(t),

with
|ac (0] < C(@)s™ ),
and
lce ()] < C(@) (e jocr<e) + P72 e<i<1y)  forany § > 0.
Now,
To(h) =L+ Lo,
where
L= [ 0ew) =M G @) Ko
and

Ly:= /01 h(K (05, ) |2 X )| = |o (K (b5)))e@ DB, )| ) du.
Now, let us study L and L;. For Ly, if h(:) € C!, we have

L= /()lh(e)(xs(u) — K (b5,))|e? X )| du,
where 0 is a point between X, () and K (b%, (1)) and then by Lemma 3.2

1
ILy| < C(w)/ | Xe () — K (b ) [~ & )|}
0

1
< C(w)s(H_‘S)/ |8(2_H)5f5(u)’kdu = 0a5.(V/%),
0

since H > 1/2 and because of the boundness of fol |8(2_H)X8 (n) |k du.
This last remark can be shown by writing

[ X O] = e XeC) = o (K (b5 )5 O + o (K (b ()b ()

k°

and then by Lemma 3.2 and since fol |e@—H )l'a";l (u)|¥ du is bounded (see the remark following Theorem 2.1), one gets
for § small enough

o2, = C (e 60 1) < Clon



206 C. Berzin and J. R. Ledn

Note that if A(-) is only in CO, the last remark and Lemma 3.2 imply that L; tends almost surely to zero when & goes
to zero.
Moreover, for L, we have

L2 = C@)| [ X ()" = o (K (b5.)))e® B O - (32)
Furthermore, applying Lemma 3.2 we obtain

O] Xe0) = o (K (B ) O = Cl@e
and

e@Xe() = o (K (05 0)) By O] oo = Cl@)e ™.

Now as in the proof of Theorem 3.1 we get [e@~)b¢ (1) ||k » < C(w)e /%= and |6 @~ pE () [lg.ec < Clw)e™.
Finally taking § small enough, i.e. 0 <8 < (H — 1/2)/k, we prove applying the second part of inequality (18) to
inequality (32) that

|La| < Cle) (e 70 4 =00 4 k=D))< C(w)e ™= =0, (VE),
and this inequality completes the proof, i.e. we have shown that T, (h) = 0,5.(+/¢) When h(-) € C I and 0a5.(1) when
h(-) e CO.
Now we get back to the model (1) with w(-) not necessarily identically null and we are going to prove Theorem 3.8

(resp. Theorem 3.9) using the remark (resp. Remark 1) following it.
Let X () be the solution to the equation

dX () =0 (X (1)) dby (1) + (X (1)) dr.

We denote P the probability measure induced by the fBm over the o-algebra G. If G is a measurable and bounded
real function defined on the space C([0, 1], R) of continuous real functions, we have

E[G(X)], =E[G(K(br))A],. (33)

where A will be defined later on and K () is the solution to the ODE (31). To obtain this equality, we use hypotheses
(H1) and (H2) to apply the Girsanov theorem of Decreusefond—Ustiinel (see [6]). Namely let Y (¢) = K(by (¢)) and

let define Z;H (1) =by(t) — fé % ds. By using the Itd’s formula we get

dY (1) = o (Y (1)) dbp (1) + (Y (1)) dt.

Furthermore, there exists a probability measure P absolutely continuous w.r.t. P, such that with this probability P the
process by (+) is a fBm with parameter 0 < H < 1. Hence, we have

E[G(Y)]; =E[G(K (bm)4] .

where A is the Radon—l\jikodym derivative of P w.r.t. P. Since the two processes X () and Y (-) have the same
distribution over P and P respectively, we get

E[G(X)], =E[G(Y)]; =E[G(K (br))A] .

and equality (33) follows.
Let us define the set of trajectories

@M, (u)

O2H

A= {x € ([0, 1].R) : lim ——— /01 h(xe (1)) iz /01 h(x(u))[a(x(u))]kdu}.

e—0 E[|N[¥]
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If we choose G as 14, using (33) one obtains
E[14(X)], =E[1a(K (b)) A], =E[Alp =1,

where above we have used the remark following Theorem 3.8 i.e. P(K (by) € A) = 1, thus Theorem 3.8 follows.
In what follows we want to show Theorem 3.9 and in this aim we must study the weak convergence in Theorem 3.8.
Consider

1 Q—H) k

1 1 & . 1 k
MS(Y):ﬁ[W/O h(Ys(u))‘ p— Ye(u) du—/o h(Y w)[o (Y (w))] dui|,

by Remark 1 following Theorem 3.9 we know that this term stably converges towards

1
MY, W) =agk/0 h(Y @) [o (Y @)]* dW ().

Once again we use the Girsanov theorem. Namely, let F' be a continuous and bounded real function, then by applying
equality (33) to G = F o M., one gets

E[F (M. (0)], = E[F (M. (K (b)) A]
given that A is a measurable function w.r.t. the o -algebra G, and using the properties of stable convergence we get

E[F(M:(K (bw))) A], — E[F(MY, W))A] e .

where E[-]pgp, denotes the expectation w.r.t. the product probability of the fBm and the independent Brownian
motion W (-). By using the Girsanov theorem another time we have

E[F(MX, W))]pgp, = E[F (MY, W) A] p -

To prove the last equality, suppose that M (Y, W) depends only on a finite number of coordinates with respect to the
second variable, namely:

MY, W)y =M(Y, Wt1), W), ..., W(tm)),

thus if we note py, 1,,....1, (X1, X2, ..., Xp) the density of the vector (W(z‘l), W(tz), e W(tm)), we have by indepen-
dence

E[F(M (Y, W(t), W(t2), ..., W(tn))) A pe

=/ E[F(MY,x1,%2, ..., Xm)) A] p Pty ooty 1, X2, -, X)) doxy dx -+ doty. (34)
RWI

Applying formula (33)to G = F o M (-, x1, X2, ..., Xp) in equality (34) we get

E[F(M (Y, W(t), W(t2), ..., W(tn))) A pg

=/ E[F(M(X,x1,%2, ... Xm)) | p Pirtaeccty (X1, X2, -, Xn) A doxa - - iy

=E[F(M(X, W(t), W(t2), ..., W(tn)))] pgp,»

by using independence again.
A classical approximation argument leads to the conclusion. Hence we proved that

E[F(Me(X))]p — E[F(MX. W)] g,
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and Theorem 3.9 follows.

Remark 3 requires the following argumentation.

Hypotheses (H1) and (H2) on u(-) and o (-) are given here to apply the Girsanov theorem but they are somewhat
restrictive. Thus, the third model does not verify these hypotheses, nevertheless, the Girsanov theorem can be applied

to this model. Indeed, as before let define by (1) := by (t) — fé Zgg;; ds = by (t) — £1. There exists P, a probability

measure absolutely continuous w.r.t. P such that over this probability the process by (-) is a fBm with parameter
O0<H<1.
To show this last statement, it is sufficient to prove that

1
E[exp(insn%{,,ﬂ < 400,

with & = Ot ggg;; ds = L1 (see Lemma 6 of [6] and Theorem 4.9 of [5] for notations and details of the proof of this

argument).
To prove the finiteness of last expectation we use, as in Lemma 6 of [6], the following upper bound |& ”%'lH <

Cl& ||ZH+1/2. This last norm is equivalent to the Sobolev norm hence ||& ||2H+1/2 <C(||& ||% + 1€ ||2H,1/2), and the two
2,2 2,2 2,2
terms in the last right-hand expression are bounded independently of by (-).

To get Theorems 3.8 and 3.9 for the third model and for 4 (-) = 1, it remains to verify that these theorems are valid in
the case where A (-) = 1 and where X (-) is the solution of (6) with (-) = 0. For this we need to apply generalizations
of Theorem 3.6 and of Theorem 3.7 in the case where h(x) = |a(K(x))|k = a"lclk exp(kox). Thus, since h(-) is a
continuous function Theorem 3.8 follows. Nevertheless even if 2(¥)(-) cannot be bounded by a polynomial, it can be
shown that Theorem 3.7 is still true. Finally Remark 3 is fulfilled. (]

3.3. Tests of the hypothesis

3.3.1. Three simple models
Let us consider the three stochastic differential equations, for r > 0,

dX.(t) =0, (XE (t)) dby (t) + /L(XS (t)) dr, with X.(0) =c, (35)
X¢(t) =c, fort <0 and where H, % < H < 1, is known. We consider testing the hypothesis

Hp:  oc(x)=0 (resp. o.(x) =0x),
against the sequence of alternatives

Hy:  o0,(x)=0p:=0 +Ve(d+ F(Ve)) (resp. oq(x) =0px),

where o, d are positive constants, F(-) is a positive function such that F(,/¢) —6 0 and pu(x) = p or w(x) = ux for
e—

the first two models (resp. pn(x) = px for the third one).
By Section 3.1, conditions on o, (-) and on u(-) ensure that for each model there exists an unique process solution
to the stochastic equation (35), let us say X, (-). Let us suppose that the observed process is

1 [t° (. —x
Ye(o) = g/ §0<T)Xs(x) dx,

with ¢(-) as in Section 2. We are interested in observing the following functionals

1 et ol
F, =$[ /E p— /0 |Y£(u)|du—a:|
1 n et ., d ! d
. F = — — Yg _— Y€ .
(resp \/§|:,/2 po /(; | Ve ()| du 0/0 |Ye ()] M])
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Using generalizations of Theorems 3.6 and 3.7 we can prove the following theorem.
Theorem 3.10. Let us suppose that H is known with 1/2 < H < 1, then
F :(>) 0g 0N +d
E—>

(resp. F¢ converges stably towards

1 1
ag,af |X(u)|dW(u)+df | X (u)| du,
0 0

where X (+) is the solution to (6) and VT/(~) is a standard Brownian motion independent of X (-)) and g1(-) is defined
by (10).

Remark 1. There is an asymptotic bias d (resp. a random asymptotic bias d fol | X (u)| du), and the larger the bias the
easier it is to discriminate between the two hypotheses.

Remark 2. X.(-) plays the role of X (+), Y¢(-) that of X (-) in first part of Section 3.1, with o, = 0.
Proof of Theorem 3.10. We need the following lemma for which a proof is provided in the Appendix.

Lemma 3.3. For0 <t <1,

Ye(t) = 0cbly (1) + ag (1)

(resp. Yo(t) = 0. Xo (b5 (1) +ae(t), and  Ye(t) = X (1) +ds (1)),

where

|ac ()| < C(@) (e > o<y <e) + 627V <py)
and

‘dg(t)| < C(w)s(H_‘S) forany § > 0.
Now we write F, as

Fo =058, (e)+d +G.

1 1
(resp. ng%/o |X(u)|g1(Zs(u))du+d/O |X(u)|du+Gg>,

where
! @-H) 1 ,
G, ::d/ 81(Z:(w) du + F (Ve \/7|Zg(u)}du+ \/: /(|Y8(u)|—|ogb;,(u)|)du
0 O2H 0
<resp.G£ ::d/ | X (w)|g1(Zew)) du + F(Ve |X5(u)|[|zg(u)|du
TISS(Z_H)
3 o / (|¥e )| — |oe X e ()b (w)]) du

1
+d/0 (|X8(u)|—|X(u)|)\/§|zs(u)|du+%/0 (| Xe@)| = 1Ye(w)]) du

1
* Tf (|Xe@)] — [X @)1 (Ze ) du).
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The remark following Theorem 2.1, Lemma 3.3 and the fact that F (1/¢) tends to zero with ¢ ensure that G, = 0,5.(1)
(resp. the same arguments, the fact that (| X (u)| — | X (u)])/+/€ almost surely uniformly converges towards

lc|d exp(uu + abH(u))bH(u)

and a generalization of Theorem 3.6 give that G, = 0,5 (1)).

The remark following Theorem 2.2 allows us to conclude (resp. the asymptotic behavior of F can be treated in
the same manner that we have done in Theorem 3.7, where instead of working with h(by (1)), we need to work
with a more general function, & (u, by (1)). More precisely, we would have to extend Theorem 3.7 to the func-
tion h(u,x) = o|c|exp(uu + ox). In return for which Theorem 3.10 follows. Another way consists in applying

2er D el du — o [y X @)ldu] +d fy X )] du, where
T:(-) = ¢ * X (-), that is asymptotically equivalent to F,. Then, to show that this functional stably converges in case
where X (u) = cexp(oby(u)) (u(-) =0), we will need to extend Theorem 3.7 to the function h(x) = o|c|exp(cx).

Convergence in Theorem 3.10 will then only be in distribution). ]

the Girsanov theorem first to the functional ﬁ[

Remark. In Remark 3 following Theorem 3.9, using the Girsanov theorem we saw that for the third model we only
obtain weak convergence for the case where h(-) =1 and k > 1 and, a fortiori, for k = 1. If we apply Theorem 3.10
to this model under the true hypothesis Hy and if we use Remark 2 following this theorem we note that this last
convergence will take place stably. This is due to the fact that the computations are explicitly made in this part.

3.3.2. About a variant on the last three models
Our techniques allow us also to consider the three following stochastic differential equations, for 7 > 0,

dXe (1) =00 (X (1)) dbpy (1) + (X (1)) df,  with X, (0) =c, (36)
X (t) =c, for t < 0 and we consider testing the hypothesis

Hy: o.(x)=0 (resp. o:(x) = ax),
against the sequence of alternatives

He: o.(x) =0 +e(d+ F(Ve))x (resp. os(x) =0x +/e(d + F(V¢))),

where o, d and F(-) are as in the previous section and p(x) = p or u(x) = px for the first two models (resp. u(x) =
wux for the third one).
We will use the following result. Let the stochastic differential equation, for r > 0,

dX (1) = (aX (1) +b) dby (1) + dr
(resp. dX (1) = (aX (t) + b) dby (1) + uX (1) dr),

with X (0) = ¢, and a, b real constants such that a # 0. The solution is given by

t
X@t) = Z{exp(abH(t)) — 1} +exp(aby (1)) [,u/o exp(—abp (s))ds + c:|
b bu (!
(resp. X(@) = ;{exp(aby(t)) - 1} + exp(/u + abH(t)) |:7 f exp(—,us){l — exp(—abH(s))} ds + ci|>
0
By taking a = \/e(d + F(/¢)), b = o for the first two models (resp. a = o and b = /e(d + F(/¢)) for the third

one), for each model, there exists an unique process solution to the stochastic equation (36), let us say X.(-). Let us
define as before the observed process Y. (-). We observe the following functionals

1 [e2C—H) 1"2 )
Gei=—| ——— Y?(u)du — o
: JE[ 7y |, 2w }
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1 [20-H) 1 . 1
resp. Gg .= —| —— Y2(u)du — o2 Y2u)d
p. 5'_ﬁ - A c(u)du — o A s(u)du | ).
2H

Using a generalization of Theorems 3.6 and 3.7 we can prove the following theorem.

Theorem 3.11. Let us suppose that H is known with 1/2 < H < 1, then G, converges stably towards

1
04,0°N +2do/ X (u) du
0

1 1
(resp. G . converges stably towards ag202 / Xz(u) dW(u) + 2do / X(u) du),
0 0

where X (-) is the solution to (4) if u(x) = p and to (5) if u(x) = ux (resp. where X (-) is the solution to (6) and W(-)
is a standard Brownian motion independent of X (-)) and g;(-) is defined by (10).

Remark. The two terms in the first sum are independent.

Proof of Theorem 3.11. We just give an outline of the proof because this one follows the same lines as that one
of Section 3.3.1. Indeed, we need to prove a lemma similar to Lemma 3.3 with attention paid to the case where
a = \/e(d + F(y/¢)) which tends to zero with &. O

4. Final remark

The fourth model could be treated in the same way as the third one in Theorem 3.10. To obtain a similar result, it
would be required to improve Theorem 3.7 for most general functions, say, h(u, by (s), s <u) = exp(cbyW))|c +
m fou exp(—oby(s))ds|.

The authors do not know at this moment if this kind of generalization can be done. Note that if this conjecture is
true then the conjecture by Remark 4 after Theorem 3.9 would follow.

Appendix

Proof of Lemma 3.1. We shall do the proof of this lemma for the third model. The other models could be treated in
a similar way.
Using that [ @(x) dx = 0, one gets

. t/e oo
X:(t) = < ¢5(x)exp[abH(t—8x)+u(t—8x)]dx+ < @(x)dx
&2 J_o 2 ),

&

= 8% / ¢(x){exp[obpy (t —ex) 4+ u(t — ex)] —explobp (1) + ut]} dx

+ 8%/ GO{1 —exp[obp (t —ex) + pu(t — ex)]} dx.
t

&

Using once that ffooo ¢(x)dx = ffoooxgb(x) dx = 0, and making a Taylor expansion of the exponential function one
gets

Xe(t) = 0 X (0B (1) + ¢ (1),
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where
ce (1) = o (X (1) = Xe ()b (1)

n 812 [/ Ge){1 —explobu(t — ex) + @t — ex)]} dx}l{()fffe}
t

&

o0

+§ G {o[bu(t — ex) — by (0] — pex)?
x exp{obu (1) + put +6[—pex + o (bp(t —ex) — by (1))]} dx
=M+ Q)+ @3),

with0 <6 < 1.

We are going to bound (1).

We know by [11] that X () is a (H — §)-H®élder continuous function on all compact included in R™ (see the remark
following hypotheses (H1) and (H2) in Section 3.2), thus

| Xe () = X (1)] < Cl)e ™. (A.1)
Furthermore, using the inequality (20), one gets
[(D] < Clw)e@H =279,
Now to bound (2) and (3), we use the inequality |1 — exp(x)| < 2|x|, for |x| small enough and the modulus of
continuity of by (-) (see (19)). We obtain that |(2)| < C(w)e# =279 and |(3)| < C(w)e?H =279,
Now to conclude the proof of this lemma, we have just to prove that X, (-) is uniformly bounded below on [0, 1].
By (A.1),forall0 <t <1 andany é > 0,
[Xe@)| = [X 0] < |Xe() = X (0)] < Cl)e™ 2,
and then,

|Xe()] = [X(0)| — Clw)e? .

Furthermore for all t > 0, X (¢#) = cexp(o by (t) + ut) and then for all 7 € [0, 1], | X (¢)| > |c| exp(—a(w)) > 0, where
a(w) = o sup,¢(o 1) |bu (1) (w)| + |p|. Thus, we prove that | X (1)| > lﬁz‘ exp(—a(w)) if ¢ < e(w).

Remark 3. For the fourth model, we also need to find a lower bound for X.(-) and it is the reason why we asked for
w and c to have the same sign. 0

Proof of Lemma 3.2. Using that X (t) = K(bg (¢)) for t > 0 and that X (r) = K(bg (0)) = ¢, for ¢t < 0, the fact that
ffooo @(x)dx =0 and that K (-) is the solution to the ODE (31), one has
e2(Xo () — o (K (b5(1))) b5, (1))
=2 (X () — K (b5 (1))b5 (1))

= f GO)[K (bu(t — ev)) — K (b5 () — K (b5,0)){bu(t — v) — by (1)} ] dv

—00

+ ( / SO [K (b1 () = K (bt — sv))]dv>1{05,§5}.
t

&
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Now, making a Taylor expansion for the function K (-), one gets

e (Xe(n) — o (K (b (1)) by (1)

1 [® ..
= E/_mgb'(v)K(el)(bH(t—ev) —bﬁ,(z))zdv

+ (/ G)K (02)[br (0) — bp (t — &v)] dv>1{o<z<a},
t

&

where 0 (resp. 6>) is a point between by (f — gv) and b%, (¢) (resp. between by (0) and by (t — ev)). The modulus of
continuity of by (-) (see (19)) yields the required inequality.
Similar computations could be done for (X (¢) — K(b% (t))) and the lemma follows. U

Proof of Lemma 3.3. The proof concerning Y, (¢) is based on the proof of Lemma 3.1. It consists in bounding
expressions (2) and (3) that appear in this lemma with o, taking the role of o using the fact that o, is bounded.
Concerning the writing of Y, (f) = ¢, * X, (), we use the expression of X, (¢) that is, X, (¢) = cexp(ut + o:bg(t)),
the modulus of continuity of by (-) (see (19)) and the fact that o, is bounded. O
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