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1 Introduction

In his seminal work, Grandmont (1985) studies the emergence of endogenous fluctuations in a perfectly competitive monetary overlapping generations model. It is well-known that the occurrence of an endogenous cycle requires a strong income effect. More recently, Lloyd-Braga (2000) shows that the occurrence of cycles requires a weaker income effect when returns to scale are increasing. However, the existence of deterministic fluctuations is not compatible with intertemporal substitutability and an increasing labor supply.

In this paper, we analyze local dynamics in a two-sector monetary overlapping generations economy. We show that, in contrast to one-sector models, deterministic cycles may occur under intertemporal substitutability.

Several economists have already shown that endogenous cycles can emerge in overlapping generations models characterized by intertemporal substitutability or an increasing labor supply, but none of them has covered a multi-sector monetary economy. Reichlin (1986) introduces a technology with two inputs, labor and capital. In his framework, endogenous cycles can emerge if the two factors are sufficiently complementary. In a monetary
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model, Jacobsen (2000) introduces monopolistic competition in good and labor markets. Endogenous cycles can occur when labor supply is increasing, if monopoly profits, due to the market power of producers, are high enough. Aloi, Dixon, and Lloyd-Braga (2000) analyze a small open economy without capital accumulation. They show that endogenous cycles can appear because households can substitute consumption of non-traded goods for consumption of traded goods.

In this paper, we introduce two sectors in a monetary overlapping generations model. In contrast to a lot of contributions which consider one consumption good and one investment good,\(^1\) we assume that there are two consumption goods. In each sector, one of them is produced by firms using a constant returns to scale technology and only one input, labor. Since firms benefit from sector specific externalities, returns to scale are increasing at the social level. In each sector, households supply labor to the firms of their sector when young, and consume the two goods produced in the economy when old.\(^2\) Since leisure and future consumption are gross substitutes, the labor supply is an increasing function of the real wage.

In this economy, the dynamics are determined by a two-dimensional dynamic system. We first establish the existence of a steady state and analyze the uniqueness or multiplicity of stationary solutions.

Secondly, we study the local stability of the steady state and the occurrence of bifurcations. Using the geometrical method developed by Grandmont, Pintus, and de Vilder (1998), we show that local indeterminacy requires sufficiently strong increasing returns to scale. As in Benhabib and Farmer (1994) or Aloi, Dixon, and Lloyd-Braga (2000), the slope of labor demand must be greater than the slope of labor supply. However, more interestingly, endogenous deterministic cycles can emerge if households prefer to consume the good produced in the other sector. Indeed, in this case, aggregate consumption and labor can move in opposite directions in each sector and these deterministic cycles are compatible with intertemporal substitutability. The interaction between the two sectors is the key component for the occurrence of these fluctuations. Furthermore, it is also interesting to notice that our result does not depend on the substitutability or complementarity between the two goods, but only on the marginal propensity to consume each good.

Finally, our analysis can be related to the results obtained in two-sector optimal growth models. Indeed, in these models, cycles of period two can


\(^2\)It means that households are specialized in production but not in consumption. A similar specification has been used by Chatterjee, Cooper, and Ravikumar (1993).
occur if the consumption good is more capital intensive than the investment good (Benhabib and Nishimura (1985)), whereas in our work, the utility function must be more intensive in the good produced in the other sector than in the good produced in the sector.

This paper is organized as follows. In section 2, we present the model. In section 3, we analyse the steady state. In section 4, we study the emergence of endogenous fluctuations. We conclude in section 5.

2 The Model

We consider an overlapping generations model with perfect foresight and discrete time $t = 0, 1, 2..., \infty$. There are two sectors $i$ ($i = 1, 2$) in the economy and all markets are perfectly competitive. In each sector, one good is produced by firms using only one input: the labor supplied by households of the sector. All firms have identical technology exhibiting constant returns to scale, but returns to scale are increasing at the social level because there are sector specific externalities. Since population is constant over time, we consider in each sector a representative household living for two periods. When young, the household works and saves money, and when old, it spends money and consumes the two goods produced in the economy. Money is the numéraire and the only asset. At the first period, there is a generation of old households endowed with one unit of money in each sector. Now, we present more formally the model.

2.1 Households

A representative household of sector $i$ solves the following utility optimization problem:

$$\max U(C_{ti}^{t+1}, C_{tij}^{t+1}) - A \frac{v}{u}$$

such that

$$p_{it+1}C_{ti}^{t+1} + p_{jt+1}C_{tij}^{t+1} = w_i l_{it}$$

with $i \neq j$. $C_{ti}^{t+1}$ (respectively $C_{tij}^{t+1}$) is the next period consumption of good $i$ (respectively good $j$) in sector $i$, $l_{it}$ is the labor supply, $p_{it+1}$ (respectively $p_{jt+1}$) is the next period price of good $i$ (respectively good $j$) and $w_i$ is the nominal wage. Concerning parameters, $v$ is strictly greater than 1 and $A > 0$ is a scaling parameter. We further consider that the function $U(x, y)$ is characterized by:
**Assumption 1** The function $U(x, y)$ is continuous for $x \geq 0$ and $y \geq 0$ and has continuous derivatives of every required order for $x > 0$ and $y > 0$. Moreover, $U(x, y)$ is increasing in $x$ and $y$, strongly quasi-concave, homogeneous of degree one and such that the indifference curves do not cross the axes.

We can notice that the utility function $U(C_{ii}^{t+1}, C_{ij}^{t+1})$ can be interpreted as the future aggregate consumption of households of sector $i$. Moreover, the assumptions on the utility function mean that leisure and future consumption are gross substitutes.

We can now determine the optimal consumptions:

$$C_{ii}^{t+1} = \alpha(\eta_{t+1}) \frac{w_i k_{it}}{p_{it+1}} \quad (2)$$

$$C_{ij}^{t+1} = (1 - \alpha(\eta_{t+1})) \frac{w_j k_{jt}}{p_{jt+1}} \quad (3)$$

where $\eta_{t+1} = p_{i+1}/p_{j+1}$ and $\alpha(\eta_{t+1}) \in (0, 1)$ represents the marginal propensity to consume the good produced in the sector. When $\alpha(\eta_{t+1}) > 1/2$, the household prefers to consume the good produced in his sector, whereas when $\alpha(\eta_{t+1}) < 1/2$, the household prefers to consume the good produced in the other sector. If we note:

$$\frac{C_{ii}^{t+1}}{C_{ij}^{t+1}} = \frac{\alpha(\eta_{t+1})}{(1 - \alpha(\eta_{t+1})) \eta_{t+1}} = H(\eta_{t+1}) \quad (4)$$

the elasticity of substitution between the good produced in the sector and the good produced in the other sector is defined by:

$$\sigma(\eta_{t+1}) = -\frac{H'(\eta_{t+1}) \eta_{t+1}}{H(\eta_{t+1})} = 1 - \frac{\alpha'(\eta_{t+1}) \eta_{t+1}}{\alpha(\eta_{t+1})(1 - \alpha(\eta_{t+1}))} \quad (5)$$

We can notice that $\sigma$ is increasing when there is complementarity ($\sigma < 1$) and is decreasing when there is substitutability ($\sigma > 1$).

Substituting (2) and (3) into the function $U$, we obtain:

$$U(\alpha(\eta_{t+1}), (1 - \alpha(\eta_{t+1})) \eta_{t+1}) \frac{w_i k_{it}}{p_{it+1}} = U^*(\eta_{t+1}) \frac{w_j k_{jt}}{p_{jt+1}} \quad (6)$$

This function linearly depends on the wage income. Furthermore, using the first order condition $U_1 = U_2 \eta_{t+1}^3$ and Euler identity $U = U_1 \alpha + U_2 \eta_{t+1} (1 - \alpha)$, we have:

\(^a\)In order to simplify the notations, we do not write the arguments of the functions and we note $U_i \equiv \partial U(x_1, x_2) / \partial x_i$, $i = 1, 2$. 
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\[ U^* \eta_{t+1} = (U_1 - U_2 \eta_{t+1}) \alpha' \eta_{t+1} + U_2 \eta_{t+1} (1 - \alpha) = U^* (1 - \alpha) > 0 \quad (7) \]

Finally, we can determine consumers labor supply:

\[ U^* (\eta_{t+1}) \frac{w_{it} l_{it}}{p_{it+1}} = A l_{it}^e, \quad i \neq j \quad (8) \]

Then, the elasticity of labor supply with respect to the real wage is equal to \(1/(v - 1) > 0\) and the labor supply is increasing.

### 2.2 Firms

In each sector, there is a continuum of firms of unit mass. They produce one final good using only one input, labor, under a constant returns to scale technology. Since there are sector specific externalities, the returns to scale are increasing at the social level. The production function can be written as follows:

\[ y_{it} = l_{it}^e \]

where \(y_{it}\) and \(l_{it}\) are, respectively, the output and the labor per firm. Moreover, \(l_{it}\) is the labor used in production at the sector level and the parameter \(e \geq 0\) represents the level of sector specific externalities.

Since all markets are perfectly competitive, the first order condition of the profit maximization can be written:

\[ \frac{w_{it}}{p_{it}} = l_{it}^e \quad (10) \]

We notice that in the limit case where \(e\) is equal to 0, there is no externality and the returns to scale are constant at the social level. Then, the real wage is constant and equal to 1 in each sector. Before determining the intertemporal equilibrium, we further assume that \(e \neq v - 1\). It means that the elasticity of labor supply cannot be equal to the elasticity of labor demand.

### 2.3 Intertemporal Equilibrium

The equilibrium on the money market implies that wage earning is equal to the stock of money which is normalized to one in each sector, i.e. \(w_{it} l_{it} = 1\) (\(i = 1, 2\)). Moreover, \(l_{it} = l_{it}^*\) at equilibrium. We deduce that \(y_{it} = l_{it}^{1+e}\) and \(w_{it}/p_{it} = l_{it}^e\). Since internal returns to scale are constant, the profits are equal to zero, i.e. \(p_{it} y_{it} = w_{it} l_{it}\). Using the relation \(w_{it} l_{it} = 1\), we deduce
that $p_t = l_t^{-(1+\varepsilon)}$. Substituting this last relation and the equilibrium on the money market into (8), we can now define the intertemporal equilibrium:

**Definition 1** An *intertemporal equilibrium with perfect foresight* is a sequence $(l_{1t}, l_{2t}) \in \mathbb{R}^{2+}_{++}$, $t = 0, 1, 2, ..., \infty$, such that:

\[
U^* \left[ (l_{2t+1}/l_{1t+1})^{1+\varepsilon} \right] l_{1t+1}^{1+\varepsilon} = A_l^{e+t}
\]

(11)

\[
U^* \left[ (l_{1t+1}/l_{2t+1})^{1+\varepsilon} \right] l_{2t+1}^{1+\varepsilon} = A_l^{v+t}
\]

(12)

Equations (11) and (12) entirely govern the dynamics of the model. They implicitly determine a two dimensional dynamic system without predetermined variable.

## 3 Steady State Analysis

In this section, we study the existence, uniqueness or multiplicity of stationary states for the dynamic system (11)-(12). Our analysis will closely follow Cazzavillan, Lloyd-Braga, and Pintus (1998) and Aloï, Dixon, and Lloyd-Braga (2000).

### 3.1 Existence

A steady state of the dynamic system (11)-(12) is a solution $(l_1, l_2)$ for all $t$ such that:

\[
U^* \left[ (l_2/l_1)^{1+\varepsilon} \right] l_1^{1+\varepsilon-v} = A
\]

(13)

\[
U^* \left[ (l_1/l_2)^{1+\varepsilon} \right] l_2^{1+\varepsilon-v} = A
\]

(14)

In what follows we ensure the existence of a steady state, namely with $l_1 = 1$, $l_2 = 1$, by choosing an appropriate value of the scaling parameter $A > 0$, such that:

\[
A = U^*(1)
\]

(15)

Given Assumption 1, there is an unique solution $A \in \mathbb{R}^{++}$ to the equation (15).

**Proposition 1** Under Assumption 1, let $A \in \mathbb{R}^{++}$ be the unique solution of equation (15). Then $(l_1, l_2) = (1, 1)$ is a stationary solution of the dynamic system (11)-(12).
3.2 Uniqueness versus Multiplicity

Studying the number of steady states involves finding the number of solutions of the system (13)-(14). If we note \( a \equiv (h_1/h_2)^{1+\varepsilon} \), equations (13) and (14) can be written:

\[
U^*(1/a)l_1^{1+\varepsilon-v} = A \quad \text{and} \quad U^*(a)l_2^{1+\varepsilon-v} = A
\]

(16)

Using these last two relations, the analysis of the uniqueness or multiplicity of steady states requires to study the number of solutions \( a \) such that:

\[
\theta(a) \equiv \frac{U^*(1/a)}{U^*(a)} \cdot a^{1-v/(1+\varepsilon)} = 1
\]

(17)

Indeed, given \( a \) we are able to determine \( l_1 \) and \( l_2 \). We notice that \( \theta(a) \) is a continuous positive valued function for all \( a \). If \( \theta(a) \) is monotonic (i.e. either \( \theta'(a) > 0 \) for all \( a \) or \( \theta'(a) < 0 \) for all \( a \)), there exists one steady state, i.e. the one defined in Proposition 1. If \( \theta'(a) \) changes its sign only once then, at most two steady state solutions exist. Finally, if \( \theta(a) \) is constant then, by Proposition 1, \( \theta(a) = 1 \) for all values of \( a \) and there is a continuum of steady states.

Using equation (7), we have:

\[
\frac{\theta'(a)a}{\theta(a)} = \alpha(a) + \alpha(1/a) - 1 - \frac{v}{1+\varepsilon}
\]

(18)

Since \( \theta'(a) \) and \( \theta'(a)a/\theta(a) \) have the same sign, we can establish that:

**Proposition 2** Under the assumptions of Proposition 1, there is an unique steady state, with \( a = 1 \), if one of the two following conditions is satisfied:

(i) \( \alpha(a) + \alpha(1/a) > 1 + v/(1+\varepsilon) \), for all \( a > 0 \);

(ii) \( \alpha(a) + \alpha(1/a) < 1 + v/(1+\varepsilon) \), for all \( a > 0 \).

In the special case where \( \alpha \) is constant, case (i) or (ii) occurs, except when \( a = (1 + v/(1+\varepsilon))/2 \). In this latter configuration, there is a continuum of steady states.

We can remark that when the returns to scale are constant (\( \varepsilon = 0 \)), we fall into configuration (ii) of Proposition 2. Consequently, the steady state is unique.

We now analyze what happens when the two conditions (i) and (ii) in Proposition 2 are violated. We focus our attention on the case in which \( \theta'(a) \)
changes sign only once. In this case, \( \theta(a) \) is either single-caved or single-peaked and there are at most two steady states. Using equation (5), we have:

\[
\frac{d}{da} \{ \alpha(a) + \alpha(1/a) \} = \frac{1}{a} \left[ (1 - \sigma(a)) [1 - \alpha(a)] \alpha(a) - [1 - \sigma(1/a)] [1 - \alpha(1/a)] \alpha(1/a) \right]
\]

Using this last relation, we obtain the following results:

**Proposition 3** Under the assumptions of Proposition 1, there are at most two steady states if one of the two following conditions is satisfied:

(i) \( [1 - \sigma(a)] [1 - \alpha(a)] \alpha(a) < [1 - \sigma(1/a)] [1 - \alpha(1/a)] \alpha(1/a) \), for all \( a \);

(ii) \( [1 - \sigma(a)] [1 - \alpha(a)] \alpha(a) > [1 - \sigma(1/a)] [1 - \alpha(1/a)] \alpha(1/a) \), for all \( a \).

Under case (i), \( \theta'(a) \) is a decreasing function. If \( \theta'(0) > 0 \) and \( \theta'(+\infty) < 0 \), then \( \theta'(a) \) changes its sign exactly once and the \( \theta(a) \) function is single peaked. Under case (ii), \( \theta'(a) \) is an increasing function. Hence, if \( \theta'(0) < 0 \) and \( \theta'(+\infty) > 0 \), then \( \theta'(a) \) also changes its sign exactly once and the \( \theta(a) \) function is single caved.

Therefore, if the assumptions of Proposition 1 are satisfied and \( \theta'(a) \) does not vanish at \( a = 1 \), there are exactly two steady states whenever (i) or (ii) of Proposition 3 holds, provided that the appropriate boundary conditions are satisfied (namely that \( \theta(a) - 1 \) has the same sign for \( a \) close to 0 and \( a \) close to \(+\infty\)).

In the case where \( \theta'(a) \) vanishes for \( a = 1 \) only one steady state exists. However, the uniqueness of the steady state does not persist and we can treat it as a non-generic case. Indeed, by slightly changing \( \alpha(1) \), \( \theta'(1) \) crosses the value 0 and two steady states coexist. Later on in the paper, when local dynamics and bifurcations around the steady state are studied, it can be checked that the case just described corresponds to the emergence of a transcritical bifurcation (i.e. exchange of stability properties between two steady states).\(^4\)

\(^4\)For more details, see Cazzavillan, Lloyd-Braga, and Pintus (1998).
4 Local Dynamics and Bifurcation Analysis

In this section we study the role of the marginal propensity to consume \( \alpha \) and increasing returns on the emergence of deterministic and stochastic local endogenous fluctuations. In particular, we will show that:

(i) increasing returns are necessary for the occurrence of stochastic and
deterministic endogenous fluctuations;

(ii) an endogenous cycle can appear if households prefer to consume the
good produced in the other sector \((\alpha < 1/2)\).

In order to do that, we assume that a steady state exists (Proposition 1) and we study its local stability and the emergence of local bifurcations using the method developed by Grandmont, Pintus, and de Vilder (1998), which applies to discrete time two dimensional dynamic systems. Therefore, we first differentiate equations (11) and (12), and we analyze local dynamics by looking at the trace \( T \) and the determinant \( D \) of the associated Jacobian matrix.\(^5\) In what follows, we note \( \alpha = \alpha(1) \). Assuming \( \alpha \neq 1/2 \), we obtain:

\[
D = \frac{v^2}{(1+e)^2(2\alpha - 1)} \quad \quad (20)
\]

\[
T = \frac{v}{1+e} \frac{2\alpha}{2\alpha - 1} \quad \quad (21)
\]

It is possible to study the local stability of the steady state and local bifurcations by locating \((T, D)\) in the plane and studying how it varies when the value of one parameter changes continuously (see figure 1). An eigenvalue is equal to 1 when \(1 - T + D = 0\) (line \(AC\)). One eigenvalue is equal to \(-1\) when \(1 + T + D = 0\) (line \(AB\)). The two eigenvalues are complex conjugate and have a modulus equal to 1 when \(D = 1\) and \(|T| < 2\) (segment \([BC]\)). Therefore, the steady state is a sink (the two eigenvalues have modulus less than 1) if \(1 + T + D > 0\), \(1 - T + D > 0\) and \(D < 1\). It is a saddle (one eigenvalue has a modulus higher than one and the other has a modulus less than one) if \(1 - T + D > 0(< 0)\) and \(1 + T + D < 0(> 0)\). It is a source (the two eigenvalues have modulus higher than one) in all other cases. Suppose now that \(T\) and \(D\) vary when a parameter changes continuously. If the point \((T, D)\) crosses the line \((AC)\) and if one of the conditions established in Proposition 3 is satisfied, a transcritical bifurcation generically occurs. Then

\(^5\)Following the Hartman-Grobman theorem, the Jacobian matrix must be invertible and
must have no eigenvalue on the unit circle. See for example Grandmont (1988) and
Guckenheimer and Holmes (1983).
there is an exchange of stability between two steady states. When the point \((T, D)\) crosses the line \((AB)\), one gets a flip bifurcation. In this case, a cycle of period 2 appears around the steady state. Finally when the point \((T, D)\) crosses the segment \([BC]\), one gets a Hopf bifurcation, i.e. an invariant closed curve appears around the steady state. Moreover, since there is no predetermined variable in our model, the steady state is locally indeterminate when it is a sink or a saddle. Then endogenous stochastic fluctuations can occur in the neighborhood of the steady state.

![Figure 1: The Geometrical Method](image)

We now apply this method to our economy. We study the emergence of endogenous fluctuations considering successively two cases. First, we consider that there is preference for the sector, i.e. \(\alpha > 1/2\). Secondly, we consider that there is preference for the other sector, i.e. \(\alpha < 1/2\).

### 4.1 Preference for the Sector (\(\alpha > 1/2\))

When \(\alpha > 1/2\), the determinant \(D\) and the trace \(T\) can be written:
\begin{equation}
D = \frac{1}{2\alpha - 1} D_1, \text{ with } D_1 = \frac{v^2}{(1 + e)^2}
\end{equation}

\begin{equation}
T = \frac{v}{1 + e} \left( \frac{1}{2\alpha - 1} - 1 \right) + T_1, \text{ with } T_1 = 2 \frac{v}{1 + e}
\end{equation}

The bifurcation parameter $\alpha$ can vary between $1/2$ and $1$ which means that $1/(2\alpha - 1) \in (1, +\infty)$. When $1/(2\alpha - 1)$ describes $(1, +\infty)$, the point $(T, D)$ describes a half-line $\Delta_1$ that starts from $(T_1, D_1)$ (when $\alpha$ is close to 1) and whose slope $S_1$ is $v/(1 + e)$. Moreover we can remark that $T_1^2 = 4D_1$. Then, two cases can arise. If $v > 1 + e$ (i.e. the slope of the labor supply $v - 1$ is greater than the slope of the labor demand $e$), $D_1$ and the slope $S_1$ are strictly greater than 1. Then, the steady state is always a source. On the other hand, when $v < 1 + e$ (the slope of the labor supply $v - 1$ is smaller than the slope of the labor demand $e$), $D_1$ and the slope $S_1$ are strictly smaller than 1. The half-line $\Delta_1$ crosses the line $(AC)$ between the point $A$ and $C$. Then, when $\alpha$ is close to 1, the steady state is a sink. When $\alpha$ decreases $(1/(2\alpha - 1)$ increases), a transcritical bifurcation can occur and the steady state becomes a saddle (see figure 2).

These results are summarized in the following proposition:

**Proposition 4** Assuming that a steady state exists (Proposition 1), that one of the conditions established in Proposition 3 is satisfied and $\alpha > 1/2$, then the following generically holds:

(i) if $v > 1 + e$, the steady state is always a source;
(ii) if $v < 1 + e$, the steady state is a sink when $\alpha \in (\alpha_T, 1)$, undergoes a transcritical bifurcation for $\alpha = \alpha_T$, becoming a saddle for $\alpha \in (1/2, \alpha_T)$;

where $\alpha_T = (1/2)[1 + v/(1 + e)]$.

This proposition establishes that when consumers prefer the good produced in their sector ($\alpha > 1/2$), endogenous deterministic cycle cannot emerge. However, the steady state can be locally indeterminate if increasing returns are sufficiently high, i.e. if the positive slope of labor demand $(e)$ is greater than the slope of labor supply $(v - 1)$. In this case, endogenous stochastic fluctuations can appear around the steady state. Furthermore, a transcritical bifurcation can occur and there is an exchange of stability between a saddle and a sink.

We will now analyze the configuration where consumers prefer to consume the good produced in the other sector and show that an endogenous deterministic cycle can occur in this case.
4.2 Preference for the Other Sector \((\alpha < 1/2)\)

When \(\alpha < 1/2\), the determinant \(D\) and the trace \(T\) can be written:

\[
D = \frac{1}{1 - 2\alpha} D_2, \quad \text{with} \quad D_2 = -\frac{v^2}{(1 + \epsilon)^2}
\]

\[
T = -\left(\frac{1}{1 - 2\alpha} - 1\right) \frac{v}{1 + \epsilon}
\]

First, we notice that the determinant and the trace are now both negative. Furthermore, \(1/(1 - 2\alpha) \in (1, +\infty)\) because \(\alpha \in (0, 1/2)\). When \(\alpha\) describes the open interval \((0, 1/2)\), the point \((T, D)\) describes a half-line \(\Delta_2\) that starts from \((0, D_2)\) (when \(\alpha\) is close to 0), and whose slope \(S_2\) is equal to \(v/(1 + \epsilon) > 0\). If \(v > 1 + \epsilon\), \(D_2 < -1\) and \(S_2 > 1\). Then, the steady state is always a source. If \(v < 1 + \epsilon\), \(D_2 > -1\) and \(S_2 < 1\). Then, the steady state is a sink for values of \(\alpha\) sufficiently close to 0. When \(\alpha\) increases \((1/(1 - 2\alpha)\)
increases), a flip bifurcation can occur and the steady state becomes a saddle (see figure 3).

We can summarize these results in the following proposition:

\[ T \quad -1 \quad 0 \]

\[ v < 1 + \epsilon \]

\[ 1 - T + D = 0 \]

\[ 1 + T + D = 0 \]

\[ v > 1 + \epsilon \]

Figure 3: Preference for the Other Sector

**Proposition 5** Assuming that a steady state exists (Proposition 1) and \( \alpha < 1/2 \), then the following generically holds:

(i) if \( v > 1 + \epsilon \), the steady state is always a source;

(ii) if \( v < 1 + \epsilon \), the steady state is a sink when \( \alpha \in (0, \alpha_F) \), undergoes a flip bifurcation when \( \alpha = \alpha_F \), becoming a saddle for \( \alpha > \alpha_F \);

where \( \alpha_F = (1/2)[1 - v/(1 + \epsilon)] \).

This proposition establishes that endogenous stochastic fluctuations can emerge if increasing returns are sufficiently high, i.e. if the slope of labor demand \( (\epsilon) \) is greater than the slope of labor supply \( (v - 1) \), as in the previous
4.3 Discussion

In this section, we discuss the economic interpretations of our results. We have shown in Proposition 4 and Proposition 5 that stochastic endogenous fluctuations can emerge if increasing returns are high enough and that endogenous cycles can occur in this case only if households prefer to consume the good produced in the other sector. These results can be explained as follows.

First, consider the following simple one-sector overlapping generations model. Households supply labor at the first period, save in the form of money and consume the final good when they are old. We assume that there is intertemporal substitutability. Then, the labor supply is increasing with respect to the real wage. Firms produce the final good using only one input, labor, under a constant returns to scale technology. Assume further that the economy is at the steady state. An increase in future price pushes the labor supply to the left and employment decreases, real wages being constant under the constant returns assumption. The increase of future price also decreases future consumption and then future employment needed for the production of the final good. This excludes non monotonic orbits and endogenous fluctuations.

Consider now that there are increasing returns to scale and assume that the slope of labor demand is greater than the slope of labor supply at the steady state. A higher future price increases employment and real wages and, as before, also decreases future consumption and employment. However, these non monotonic trajectories cannot be deterministic because smaller future consumption and greater employment are not compatible when the leisure and the next period consumption are gross substitutes. Hence, only local stochastic endogenous fluctuations can emerge.

Finally, consider the two-sector overlapping generations economy that we have studied in this paper. We have shown that endogenous cycles of period two can occur if households prefer to consume the good produced
in the other sector. In order to explain the emergence of cycles, assume that the future price of the good produced in the sector increases and the future price of the good produced in the other sector decreases. If households prefer to consume the good produced in the other sector, it increases the future aggregate consumption. It also increases employment in the sector because there is intertemporal substitutability. Moreover, the increase of the future price of the good produced in the sector leads to a decrease of future employment in the sector. Then, the existence of a deterministic cycle is now compatible with the intertemporal substitutability assumption and an increasing labor supply.

5 Conclusion

As it is well-known, endogenous deterministic cycles cannot emerge in one-sector monetary overlapping generations economy when there is intertemporal substitutability, even if returns to scale are increasing (Grandmont (1985), Lloyd-Braga (2000)). In this paper, we show that the conclusions are different when we consider a two-sector monetary overlapping generations model. In our framework, one final good is produced in each sector and households of each sector consume the two goods produced in the economy. Studying local dynamics, we obtain an usual condition for the indeterminacy of the steady state: the (positive) slope of labor demand must be greater than the slope of labor supply. But more interestingly, endogenous deterministic cycles can occur if households of each sector prefer to consume the good produced in the other sector. Then, in contrast to one-sector models, endogenous deterministic fluctuations can emerge when there is intertemporal substitutability and the labor supply is an increasing function of the real wage.
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