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Two algorithms for the instanciation
of structures of musical objects

Bernard Bel

Abstract

This is an extended and revidedsersion of the paper: Symbolic and Sonic
Representations of Sound-Object Structgngslished inM. Balaban, K. Ebcioglu & O.
Laske (Eds.) “Understanding Music with Al: Perspectives on MGsignition”, AAAI
Press (1992, pp.64-109).

A representational model of discretructures of musical objects at the symbolic and
sonological levels is introduced. This model is being usedhfordesign of computer
tools for rule-based musicadmposition in which the low-level musical objects are not
notes, but “sound-objects”, thereby meaning arbitrary sequences of messages digpatched
a real-time digital sound processor.

“Polymetric expressions” are string representations of concurrent processesitleaisily

be handled by formal grammarf§hese expressions may not contain all the information
needed for synchronizing the whole structure of sound-objects, i.e. deterthigiingtrict
ordering on (symbolic) time. In responsetlds, the notion of “symbolic tempo” is
introduced: ordering all objects istructure is possible once their symbolic tempos are
known. Ruledor assigning symbolic tempos to objects are therefore proposed. These
form the basis of an algorithm interpreting incomplete polymetric expressidhs.
relevant features of this interpretation are commented.

An example is given to illustrate the advantagfe using (incomplete) polymetric
representations instead of conventional music notation or &l@es when the complete
description othe musical piece and/or its variants calls for difficult computations of
durations.

Given a strict ordering of sound-objects summarized in a “phase ta&pefsenting the
complete polymetric expression, the next step is to calculatiathe at which messages
should be dispatched. This requires a description of “sound-gsfgotypes” along with
their metric/topological properties, and various parametetated to the musical
performance (e.g. “smooth” or “striated” time, tempo, etc.Jhese properties are
discussed in detail and a time-polynomial constraint-satisfaction algorithm famise
setting of sound-objects in a polymetric structure is introduced. Typical examples
computed by this algorithm are shown and discussed.

Keywords
Synchronization, polymetric structures, musical objects, sonolegund-objects.
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| Two algorithms for the instantiation of structures of |
| musical objects |

Bernard Bel

[...] not only do individuals and groups give different verbal meaniogausic; they also conceive

its structures in ways that do not permittasregard musical parameters as objective acoustical
facts. In musicthirds, fourths, fifths, and even octaves, are social facts, whose syntactical
behaviour can differ as much as thasipfsee andsea beau, bowandbo, or buy, bye, byndbai

[Blacking 1984, p.364]

Pierre Schaeffer, the father ofmusique concrétdSchaeffer 1966], introduced a
taxonomy oimusical objects on the basisf their distinctive features. Musical objects
may also be calledonemses, i.e. equivalence classes acoustic musical events, each
musical event being in turn an acoustic variant of the soneme. The moisjeet
approach certainly contributed to significant developments of electroacousse.
Nevertheless, composers who had been in search for a higher defgeeelaf in sound
manipulation felt the need to explore the potential of digital sound synthesis:

| felt that electronic music yielded dull sounds that could only be made lively throaigipulations

which, to a large extent, ruined the control the composer could have over @itine other hand,

musique concrétdid open an infinite world of sounds to music — butdbetrol and manipulation

onecould exert upon them was rudimentary with respect to the richness of the sounds, which
favored an aesthetics of collage.

[Risset 1989:67]

Followers ofmusique concrethave now replaced audio tape wsdmpling techniques
and scissors with various kinds of sequencers, notators or tools for computer-aided
composition. As far as digital sound synthesis is concerned, digisdl sound
processors offer aaccess to real-time external control through communication devices
such asMIDI 2. Therefore, bothrhusicalobject and “sound modé&ldesigners [Borin et
al. 1990] are nowperating in environments enabling a control on both sound structures
and acoustical parameters. Nevertheless, most of the music software availéide on
market is specialized either fahe manipulation of structures (mainly cut-and-paste
operations) or sounds (digital filtering or controlling parameters in a sound processor).

The present study is an attempt to deal with musical objects that may be HeotHled
the symbolic level and at the level“elementary actions”. The nature of these actions is
not specified because it depends on the hardware/software configwhtitbe sound
processor and, to a lower extent, on the communication devicefarséte real-time
control of the processor. The motivation of our project, therefore, has theen

2 Musical Instrument Digital Interface
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implementation of efficient procedures handling musitgécts as “lists of messages” (at
a macro or micro-level) unrelated to music notation conventiS8osie information about
the task environment of this work is given in 82.

The representation of time and musical structures is discussed in 83.

In 85 and 86.1 we introdugeolymetric expressiors, string representations of
universes of concurrent processes, along withlgarithm that infers the missing time
information inincomplete expressions. An application to music in conventional notation
is discussed in §9.

In 810-ff we take intaaccount that the terminal symbols of a polymetric expression
maybe arbitrary labels assigned $ound-objecs. A sound-object may be viewed as
an instance of some predefinredund-object prototype Each prototype contains (1)

a sequence of (time-stamped) messages degtnadsound processor and (2) a list of
(inheritable)sonic properties These properties are defined in §12-13.

In 810 atime-setting algorithm is informally introduced.This algorithm calculates
the accurate positioningf all sound-objects in a sound-object structure, given the
definitions of their prototypes. Its main operation is the resolution syséem of
constraints resulting from the sonic properties of sound-objgesiature of time
(smoothor striated) and itsstructure (e.g. a metronomic or irregular beaf)he time
setting algorithm is analyzed in 816 and examples of its output are commented in §18.

1. Related work

In the same way computational linguists, e.g. [Jakobson 1963; Ché&ridkile 1968],
have attempted to deal wigthonological models of natural language, the work presented
here is part of the design ok@nologicalcomponent of musical (formal) grammars:

Supposed sonological segments of music are composed of sound-objects reatiaingsyntactical
structures.

It is reasonable to assume that no unambiguous one-to-one correlation afeguodnts with
acoustical (i.e., physical) sound properties exists. On the level dfothie representatiorn—
mediating between the acoustical and the sonological levels — one therefore exgertisato
representation of properties which aeousmatie (independenbf sound sources in the physical
sense) as well as asyntactic (independent of syntactical classes of musical formatives).

[Laske 1972:30]

The aim of this work is to introduce “performance parameters” nmigical pieces
generated by computatioms abstract symbols. Our basic assumption is that these
parameters should be determined altogether bghélimusical structure, (2) interpretation
rules, and (3) the properties of sound-objects.

The notion of symbolic time introduced in part A is close to Jafid85] basic time
and tovirtual time in the Formula musical programmingnvironment [Anderson et
Kuivila 1989:11-23].

3 The termacousmaticrefers to sounds whose physical souragttser unknown or is intentionally
neglected; the term is taken over from Pierre Schaeffled#té des ObjetdMusicaux [...] 1966:61.
[Original footnote]

— 2 —
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The sonological interpretation [Laske 1972:24] of a musical item mdyst be
handled by a rewriting system whose terminal alphabet is a 8eiteof sound-object
labels# Rules in this system reflect tsenological properiesof sound-objects.The
second part of this paper deals wattsecond step of the sonological interpretation: the
inference of missing precedence/simultaneity relations in structures of sound-objeets.
intuitive interpretation of superimpositions (see 85.1), leadimgthe concept of
symbolic tempo(see 86.1), may be viewedakind ofsemantic interpretation of
time structures

Sonic properties of sound-objects are features unrelated with the synttaticture
of musical pieces in whictiney appear. The only properties considered in this paper are
the ones controlling the time-scaling of sound-objects (retrical properties) and
acceptable mutual relatiortd their time-span intervals (i.dopological properties).
Starting from a complete representation of a sound-o$jretture, these sonic properties
are takennto account for determining the accurate timing of sound-objects, as shown in
§12-13-16.

Our approach malge viewed as a compromise betwaep-down (goal-driven) and
bottom-up (data-driven)compositional strategs in music. In the formerules and
procedures are used to compute the final sound output dasieof information entirely
imbedded in its symbolidescription. In the latter, a structure may “emerge” from some
specific arrangement of elementary acoustic evelte top-down strategy is the main
one available irconventional score editors amdlDl composition tools. A bottom-up
strategy for the design of discrete structures, which inspired this work, hagrbpesed
by Stroppa (see 8§10, [Duthen & Stroppa 1990]).

Since the algorithms described here are neitblated to a particular musical system
norto sound generation techniques or data-communication standards, they could as well
be applied to the time-settirmg processes outside the domain of computer music. There
is formally no difference betweem message destined to a sound processor and one
controlling a laser beara, robot, etc. Nevertheless, for the sake of clarity, the concepts
and terminology will be introduced in reference to a musical environment.

2. The task environment of this study

The algorithms presented below have beeplemented in a computer environment for
design-based(stipulatory) orimprovisational rule-based composition[Laske
1989, pp.51,53] calleBol Processor BP2in which it is possible tdesign sets of
musical items by way of rewriting rulés.

Several operationahodes are available in BP2, from the one that leaves all decisions
to the machine (stochastic improvisation) to tme that forces the composer to take
stepwise decisions.

The interaction of modules is summarized in the block diagram of Fig.1.

4 See for instance context-sensitive substitutions, §3 and appendix 3 in [Bel 1991a].

5 The expression “sonic properties” is borrowed from [Laske 1972:27] but it is used here in a more
restrictive sense. In Laske’s viewp|cit.:30], a sound-object itself is a set of sonic properties.

6 ibidem

— 3 —
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Display
Inference - ltem(s) p| Interpreter
engine
I I
Grammar(s) Sound-object
prototypes
T i = N I Y
Editor MIDI input MIDI output
Keyboard and/or graphig MIDI musical Sound
input. instrument(s) processor(s)
Other BP2, sequencer, etc....

Fig.1 A block diagram of BP2

Three fields are used for storing a grammar, items generated by the gr@nrtiae basis

of decisiongaken by the inference engine) and “sound-object prototypes” loaded from a
MIDI musical instrument (and edited manuallyjhe terminal alphabet of the grammar is
the set of labels of sound-objects. The interpreter works in three stages:

1) The item generated kthe grammar is interpreted as a polymetric expression.
The output isa complete expression (i.e. a bidimensional array of terminal
symbols). (See 83.2, §87.2)

2) The expression imterpreted as a sound-object structure, using information
about the structure of time anbject prototype definitions. The main output is
an array containinthe performance parameters of objects in the structure: their
start/clip dates, time-scale ratios, etc. (See §11)

3) MIDI messages are dispatched in real time to cotiteolgeneration of sound
objects by the sound processg¢&ee the time-setting function in the appendix,
83)

The block diagram indicatdhat an external control can be exerted on the inference
engine, grammars, and the interpretation module. Spedifii messages may be
assigned to changes of rule weights, tempo, and the naftumme (striated/smooth).
Other messages may be useddynchronizing events in the performance or assigning
computation time limits. These features are used in improvisational rule-based
composition.
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Several BP2'smay be linked together and with other devices suchM#sI
sequencers. Messages on the diffekéitl channels may be used for making machines
communicate or controlling several soyrdcessors. Therefore it must be kept in mind
that “sound-objects” do not necessarily produce sounds. Depermiingthe
implementation they may contain any kind of control/synchronization message as well.

3. The basic representation issues

3.1 Representation of discrete sound-object structures

Let us assume that “a”, “b”, “c”, “e”, “f", “g” and “-"are labels of arbitrary sound
objects. Label “-” may be reserved to S|Iences which are viewed as particular objects.

The picture below represents a structure of teequences which, in first
approximation, may be notated

Si;=abca and ,Se-fg

Sl(? P \Cua I\\“L) Ce/-/f,g/NID S2

el 92 Rhythmic

structure
Symbolic

D t1t2 t3t4 t5t6 t7t8t9 t10 t11tl2 t13 t14 dates
— Structure

AN

0 Physical dates (sec.)

Fig.2 A representation of sequences S1 and S2

In Fig.2 a set of strictly ordereslymbolic dates D = {t1,t2,...} is introduced along
with 8j , an injective mapping of each i6to 0. By convention, eaddj is amonotonous
increasingfunction: sequentiality implies that all objects appearing in a sequence are
ordered in increasing symbolic dates. Each mapfingayin turn be viewed as a
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restriction to $of a general mapping which we call thechythmic structure 7 of the
sound-object structureThe utility of “NIL” markers will be shown later.
Mappings of sequences to teet of symbolic dates introduce information about the

ordering of any pair of events belonging to either sequence. In this waycture of
sound-objects is described symbolically. Hea, instance, § and $ are partly

overlapping.

The set of symbolic date® is then mapped to physical time, i.e. get of real
numbers R We call this mapping thestructure of time.8 In the example shown
above,® is a multivocal mapping, whiameans, for instance, that each sound-object “a”

and “e” atsymbolic date 4 would be performed twice.In the rest of this paper only
strictly increasing (univocal) mappings will be considered, i.e.:

Oij ON, § <f<=> P(tj) < CD(tj) .

In this case, if we consider Dis;t(}) = ICD(tj) - @(tj)| (the absolute value dhe
difference)Dist is a distance o). Besides, since

Dij,k ON, Dist(t,t;)) + Dist(t,t,) = Dist(t,t,)

(D,Dist) is also ametric space. PD,Dist) is Euclidian (metronomic time) if the
additional property holds:

Dijk I ON, j-i=1-k =>d(t) - (t) = D()) - P(ty)

The composition of the two mappings (0) is thein-time structure of the musical
item,i.e. the mapping that permits its actual performance. Structure of time and in-time
structures are two concepts borrowed from Xenakis [1963; 1972¥/4.find these
conceptessential as they deal with sets of physical dates not necessarily structured as a
Euclidian space.

3.2 Phase diagram

Both sequences of this example may be represented togethesingle array (the
phase diagranj, the columns of which are labelled and ordered on symbolic dates:

|t1 2 t3 t4 t5 t6 t7 t8 t9 t10 t11 t12 t13 t1P
|_ a b c a NIL _|

The array containempty sound-objecs”“ " which may denote the prolongatiaf the
preceding sound-object. These should not be confused with silences “-”.

7 This term is justified in [Bel 1990a:114].
8 This was calledtructure temporell®y Xenakis [1963:190-1,200]

— 6 —
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Using the information displayed in the array,&hd $ may be properly notated:

Si =a_bca__ S=e_- f g

In general, therare several possible equivalent phase diagrams representing the same
sound-object structure. An equivalent diagram would be for instance:

e _ c a NIL

At this stage, we cabymbolic duration of a sound-objedhe relative position of
the next non-empty sound-object or “NIL” marker. A complete definitedang into
account the “dilation ratio” will be proposa&d 811. For example, in,Sthe symbolic
durations of objects “e”, “-”, “f” and “g” are two, three, two and oespectively. In §
there are two consecutive occurrences of “a” with respective durations two and three.

If for example “a@”, “b”, etc. would represent notes, assuming‘tifat a quarter note
would imply that “e” is a half-note and “-” a dotted half-note rest.

3.3 Out-time objects

Sound-objects hawrictly positive symbolic durations. In some cases it is useful to
dispose of “flat” objects witmull durations which we calbut-time objects. These
maybe defined from sound-objects whose actions are executed “simultaneously” or in a
very short sequence (see appendix, 82). IiB®# environment, a typical application of
out-time objects is the exchange of parameters or synchronization messages.

Given a sound-object labelled “a”, the corresponding out-time object is labelled
“<<a>>". Using this convention, a string like

<<a>>Db

representa structure in which out-time object “<<a>>" starts at the same symbolic date
as sound-object “b”.

4. Smooth vs. striated time

Pierre Boulez introduced the notionssshooth time (“tempslisse”) andstriated time
(“temps strié”)to characterize two typical situations in music performance. Striated time
is filled with (regular or irregular) pulse whereas smooth timdoes not implyany
counting

[...] dans le temps lisse, on occupe le temps sans le compter; dans lesteéépsn compte le
temps pour I'occuper. [...] ce sont les lois fondamentales du temps en musique.

[Boulez 1963, p.107]

A particular case of striated time is the metronomic pulse. Exaroplesooth time
are common outside Baroque music, e.g. the slow melodic introducticays imusic.

In computer-generated music, these notions are bound to the structure (thérde

mapping): in striated timegp is known in advance, whereas in smooth time it is
determined at the time of performance. Therefostriated structure of time is a set
of physical dates definingeference streakson which sound-objectshould be

— 7 —
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positioned (e.g. see 818.3.2), whereasreooth structure of timeis a set of dates
determined by the sound-objects themselves (e.gk&8.1). In both cases, however,
a synchronization between different voices must be maintained.

5. The synchronization problem

We callsynchronization problem the task ofapping all sound-objects in a structure
to a set of symbolic dates. Tmwapping is the rhythmic structuBeof the musical piece
(see 83.1).

Imbeddingthe complete rhythmic structure in the definitions of musical sequences
introduces a rigidity that goes agaittst versatility of rewriting systems, as discussed in
85.1. In response to this, incomplete representationdbeamnvisaged so long as a
method is available for inferring the missing timaformation. A method for
“synchronizing” incomplete descriptions sound-object structures, theoghyleting their
sonological interpretation, will be proposed in 87-8.

5.1 Rhythmic structures in a formal grammar — example

Suppose that we wish to superimpose two sequences A and B defined by rules:

A—>abc
A—>defg
B—>hi

in which “a”, “b”, ... “i” are labels of sound-objects. Alternate definitiafisA” indicate
that it may contain either three or four objects. To start with,do not know how to
interpret the exact superimposition of two sequences: combining “abc” and “hifanay
example yield the following phase diagrams:

abc abc a_ b _c_ a_bc etc...
hi_ _hi h_ _i__ hi__
1) (2) 3) (4)
Prolongational symbol$ ” could also be replaced with silences “-”. However, since

silences do not explicitly appear in the grammar, we may postulateréaing them is

not a valid choice. Further we discard interpretations (1) and @hich equal symbolic
durationsare not maintained within the same string “h i”. Finally, it is reasonable to
expect a synchronizatiasf both the start and clip points of the synchronized sequences.
Therefore there is no reason to start “a” before “h” as in interpretation (2).

Finally, the most intuitivelyappealing interpretation of a superimposition (in the
absence of any additional information) is the one shawn(3). A notation of
superimpositions is now introducgd,B} (equivalently, {B,A}) is the superimposition
of sequences “A” and “B”. We call “{A,B}’ a polymetric expression whose
argumentsare “A” and “B”. Nested expressions will be introduced in §85.2.

Using this notation, a grammar yielding all acceptable superimpositions of “A'Bind
would be:

S —>{A1,B1}

S —>{A2,B2}

Al—>a_b_c_ Bl—h_ _i__
A2 —>defg B2—>h _i_
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Once a string like “{d e f g, h _i_}" has been produced, it is necessatyeck that it
contains equally mangerminal symbols in both arguments, failing to which the phase
diagram cannot be constructed.

Evidently it is cumbersome to be forced to give two possible versicis ofhe more
S0 because they point to identicalios of symbolic durations: “B2” is similar to “B1” in
every respect. Ideally, the following grammar should be used:

S —>{A,B}
A—>abc
A—>defg
B—>hi

expecting that there will be a method for interpreting a production like
{abc, hi}
i.e. anincomplete polymetric expression as
fa_b_c_,h__i__}
i.e. acompletepolymetric expression(see formal definition §7.2).

5.2 Event universe

An event universe(E,<,=,&) is a set structured with three relations:
1) a strict ordering which we name “before” and notate ‘<’;
2) an equivalence relation which we name “matches” and notate ‘=’;
3) astrict ordering which we name “then” and notate ‘&’;
with the following consistency conditions:
O(eg,e0,63) O B3,
e &€ => < &,
e &e and g=¢e => g &e3;
e<g => not(e=&);
e <g and g=6 => g <e6;.

Itis easy to prove that;& e, and ¢=6 => g<6.

Informally, the “<” ordering denotes a precedence between events whil&the
ordering denotes sequentiality.

The word “event” may be used ttenote a time point, a time interval, or any other
entity on which these relations may be applied meaningfutiythis study, events denote
sound-objects ordered by their symbolic d&tes.

Let there be a (bi-coloured) graph G such that:
e<g or g= =>G(g,e)

9 In [Bel 1990b] the pair containing a sound-object label and a symbolic date is dattee-abject.

— 9 —
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In general, G is not a complete graph, which amounts to say that thexeeat in the
universe that cannot be compared through “<” or through “=". We tbadl an
incomplete universe Solving thesynchronization problem, therefore, amounts to
inferring enough “<” and “=" relations so th#ltere transitive closure may yield a
complete graph G.

When G is a complete graph we may bualgbartition using the equivalence relation
“=". Classes of this partition are strictly ordered with “<”. The indéxach class under
this order may be used asymbolic dateof events collecteth the class, as defined in
83.1.

Conversely, if all events have been assigned symbolic datesagysto build a unique
complete graph G.

5.3 A graphic representation

1) Each eventis represented as a labelled edge:

e

Sa

Fig.3
2) Relations g= g and e = e (reflexivity) are represented:

SR
\jj

3) Relation ¢< g is represented:

Fig.4
ei
ej

Fig.5
4) Relation ¢ & ¢ is represented:
M

ej

Fig.6
(or equivalently):
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ei

/

ej

Fig.7

5) We decide to represent only a subsetedditions so that the transitive closure
may yield all known relationskor instance, a sequence may always be shown
as a unilinear graph from which a complete graph may be inferred:

el el

e2 e2

e4 ol

Fig.8

6. A method for synchronizing concurrent processes

In this paragraph we introduce the concept polymetric structure and the rules used for
inferring “complete” polymetric expressions (see 87), i.e. to solve the synchronization
problem.

Theorem
| Any complete event universe E may be partitioned in sequences:
| E=50..0S,
| such that each; $ totally ordered with “&”.
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Proof

A “&” relation between any pair of events may be found provided that “dunewghts
are introduced for the sake of synchronization. Let there be for example two events

ei

.

Fig.9
mapped to the following time-span intervals:

ei

el

Physical time
>

Fig.10
We create\1 andA2 such that:
§ &Il, g&l2, g<I1, 11<I2,
which yields the following representation
el AL

A2
ej

Fig.11

in whicha complete information on sequentiality is contained. Evgrase ¢ are now
part of sequencem

6.1 Polymetric expressions

Our interest is to deal withn event universe described in terms of sequences, with
certain restriction®n explicit time relations which make it possible to use a bracketed
string notation. The bracketed expression may later be computgdidoa complete
representation.

Each sequence 8f the event universe is notated as a string:

Si=6q1...6p suchthat je< g <=> j<k

In this representation, eventg.e.., g, are labels of sound-objects (as in §3.2).
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Under certainconditions an event universe may be notated apobymetric
expression [Bel 1990b, chapteWIl.]. For example, the following (incomplete)
universe

Fig.12 A polymetric structure

leads to the (nested) polymetric expression:

c{d{efg,ab}h,klI{mn,rs}o{pq,yz}}ij
which is an extension of the notation introduced in 85.1.

Conversely, a polymetric expression denotesuraverse called apolymetric
structure.

EventsAl, A2, ... are not indicated in the polymetric expresdi@sause the closing

bracket is sufficient to mark the enfla sequence. Other equivalent expressions may be
written since the order of arguments between brackets is arbitrary.

The “precedence” relation is not shown on FiglBis easy to infer, for instance, that
“d” precedes “r", but no such relation can be proved between “f” and “n”. Bmh
graphic representation and the polymetric expression are thereéanaplete

The polymetric expression representing the event universgydf2 is easy to write
because it describes a universe partitioned in sequences. Each seqaerargusnent of
the expression. Nevertheless, there are (incomplete) event universds that lend
themselves to a polymetric representation even though they are partitioseguences.
Fig.13 is an example. The necessary properties enabling a polymetric represengation of
incomplete event universe are listed in [Bel 1990b:109].
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Fig.13 An arbitrary event universe

In spite of this, anycomplete event universe, i.e. one in whi@ll precedence
relations are known, may be represented with a polymetric expregSlen. 87.1 or [Bel
1990b:110]) Therefore, in this study only (possibly incomplete or inconsistent)
polymetric structures will be considered.

6.2 Inferring missing relations

Theproblem is to find a general approach to the synchronization problem in an event
universe represented with a polymetxpression. In the universe shown Fig.12, for
instance, we hope to know the relative ordering of sound-objecent)“n”. Evidently,
if these objectswere (metric) time intervals stringed together in sequences, then
computing durations would solve the problem. This is the traditrmmakrical approach.
Allen [1983] hagroposed a more flexible representation, starting from the formalization
of all possible topological configurations of time-spatervals, from which it is possible
to infer the list of plausible temporal relations between any pair of oBfedfgeestimate,
though, that reasoning on time-span intervals at suchbatiact level of the musical
representation is too restrictive. In 816 it will be shown how to gl time-span
intervals in a realistic sense.

6.3 Symbolic tempo

The concept of “tempo” is introducdtere in response to the bias against time-span
intervals. This concept is purely abstract even though, at a loweritevae, implications
on the locations of sound-objects on the physical time axis (see 8§10, §15.2).

10 similar representations of time relations in music have been suggested by Vedtf&jeand
Oppo [1984].

— 14 —
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Let E be an event universe. We @jfimbolictempo any mapping V of E to the set
of strictly positive rational numbeg* that fulfills the property:

Consistency property

Let “<” denote the “precedence” relation and “=" the “simultaneity” relation.

Let there be two sequences
§ ...+ and p... g4y
suchthat = g (i.e.starting on simultaneous events)
Then:
i+p-1 j+o-1
20 7 2 9 < 4T %
itp-1 4 j+o-1

ZW—[ Zm<>q+p<ej

1
The preceding relations make sense intuitively if eqelates\@ to the symbolic

duration of @ It can beproved that if all tempos are known then the synchronization
problem can be solvagsing these relations. [Bel 1990b, theorem VII.2] The problem,
therefore, is to define a set of rules for tempo assignmerd @gnocedure for propagating
tempos that makes it possible to maintain the consistency of the event universe.

6.4 Tempo assignment

6.4.1 Explicit tempo marker

We use the syntactic form “/n” to indicdteat the next event in a sequence is assigned
an integer tempa. For example,

In e
means that

V(e) =n

This notation indicates infomally that the symbdligations of objects following “/n” are
divided byn.

Using empty sound-objects “ " it isossible to apply this notation to non-integer
tempos. For example, the tempos of “a” and “b” in the sequence

/3a___I3b_

are 3/4 and 3/2 respectively, which means, conversely, that the respsgtibelic
durations of “a” and “b” are 4/3 and 2/3.

6.4.2 Default assignment

The default tempo of the first event in a sequence is 1.
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6.4.3 Tempo propagation after a divergence

If ege; is a sequence and there exist evepis e, g such thatg=6 = ... = g,
then V(g) = V(g)) by default.

e0 el

e2

ek
A

Fig.14 A divergence in a polymetric structure

This means that when “entering” the polymetric structure
.. efer....e 6 )
the default tempo of the first argument is yj(e
This means that when “entering” the polymetric structure
.. @f{er..., e, o, &)
the default tempo of the first argument is }(e V(&y).

This rule will be illustrated in 87.3, mhich the consistency condition will be used to
determine the temposf other sequences. Consistency may also impose a tempo
V(e;) # V(g whenever one of the argumentstieé polymetric expression contains an
explicit tempo marker.

6.4.4 Tempo propagation after a convergence

€i1 €ip
>

€j(m-1) Cjm €jn
Fig.15 Divergence and convergence in a polymetric structure

V(gn) = V(§m-1)

Informally, the tempo “after” a polymetric expression is the same one as “before” the
expression.

6.4.5 Tempo propagation in a sequence

If e g is asequence and there isknguch that g= g, , then
V(g) = V(e)
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7. Interpreting and representing polymetric expressions

The interpretation algorithm has been introduice[Bel 1990a] and explained in detail in
[Bel 1990b, chapter VIII]. This and the following paragraph summarize its main features.

7.1 Polymetric representation of a complete universe

In 85.2 it was stated that in a complete event universe it is possible toesdgevent
a symbolic date. Thereforeis possible to represent the universe as a phase diagram
whose columns are labelled with symbalates, as illustrated in 83.2. Conversely, a
given phase diagram may lead t@alymetric expressian For exampleFig.7 is an
interpretation of the diagram shown in §3.2.

Fig.16 A complete event universé

This universe does not fulfil the conditions yieldiagpolymetric representation, as
indicated in[Bel 1990b:109-110]. Yet it can be replaced with equivalent éuigking
these conditions. For example, a silence teappended to;Syielding the new phase
diagram

|t1 2 t3 t4 t5 t6 t7 t8 t9 t10 t11 t12 t13 tlfl
|_ _ a b c a - _ NIL B |

I.e. the complete polymetric expression:

{a_bca__-_, e_- f g}

11 Note that this graph contains less information than the phase diagram. It would be uncHanged if
instance thecolumn labelled “t8” were deleted; additional columns containing only “ " could also be
inserted at will.

— 17 —
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Another way of representing the universe of Fig.16 as a polymetric expresssists
of splitting the sound-object “f”. For this we use a concatenaiyambol notated “&”, by
way of which two segments of the same sound-object may appediffénent
argument$? Thus we get for example

{a_bca__,_e_-__f&} & g
or equivalently:
a&{&abca & e -__}{&af&} &f g
etc... Each expression implies a particisanrface structure, here taken to mean

“segmentation”. The latter one is illustrated in Fig.17:

a& &a| b C a& &a

Fig.17 A segmentation of sound-objects yielding a polymetric expression

Since it is not possible to determine the surface structure of an arlsitnanygl-object
structure, the inpudf the polymetric interpretation algorithm is a well-formed polymetric
expression, not a phase diagrém.

7.2 Complete polymetric expressions

Let Vt be aset of labels of sound-objects. A syntactic definition cofmplete
polymetric expressiaover Vt is proposed now.

12 see for instance notes “B&hd “G#5” in the musical example of §9. The limitation of this
notation (ambiguity) is discussed in [Bel 1990c].

13 This was implied by the last sentence of §5.2.
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Definition
1) Ox 0OVt
Xj , X& &X; and “_" are complete polymetric expressions of identical

symbolic durations. (See 811 the definition ofslimbolic duration of a single object
X; )

2) Given a list of complete polymetric expressiong.R, Bmax Of symbolic
durationn,

Oi O [1, imax-1],

{P;} and {Py,..., By+1} are complete polymetric expression$ symbolic
durationn.

3) If P; and B are two complete polymetric expressiasfsrespective symbolic
durations pand B , then R P, is a complete polymetric expression of symbolic
duration (g+ny).

4) If P is a complete polymetric expression of symbolic duration

Uk ON with k=1,

/k P is a complete polymetric expression of symbolic durq%on

7.3 Interpreting a polymetric expression

The basic ideaf the interpretation algorithm is illustrated here on simple examples of
polymetric expression$4 In 85.1 the method for superimposing two sequences of
different lengths was informally introduced. Given the incomplete expression

{ab,cde}
the tempo propagation rule in 86.4.3 yields a set of equivalent complete expressions

{fa__b__,c_d_e_}

etc...
with respective durations six, twelve, eighteen, that may be notated
Im{a__b__,c_d_e_}
wherem is an arbitrary strictly positive integeienoting the tempo of the polymetric

. : 6 .
structure. The symbolic duration of the whole structups is

14 The interpretation of a nested expression is illustrated in [Bel 1990b], pp.123-6.
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To determinem we use the rule in 86.4.3, i.e., informally, the default tempo of a
polymetric structure is the one of its first argument taken separately. The first argument is

ab

with default tempo one (see rule§6.4.2), which may be indicated by an explicit tempo
marker:

{{Tab,cde}

According to the definition in §87.2, the symbolic duration of the structure beusivo.
Therefore m = 3 and the correct interpretation is:

3{fa__b__,c_d_e 1}

The rule in 86.4.3 cannot be used if at least one argumentéxphession contains an
explicit tempo marker, e.g. in the expression

{ab{/3abc,de}, fghijk}
Therefore, the interpretation algorithm performs the transformations

{fab/6{a_b_c_,d__e__}fghijk}
{6 a b fa_b_c_,d__e__}fghijk}

{/6 a b {fa_b_c_,d__e__}/6f__9g__h__i__j_ _k__1}

6{a____ _ b__ fa_b_c_,d__e__}yf__9g__h__i__j__k__}
and a possible phase diagram:

a _ _ _ _ _bb - _ _a _ b _ c _nNL

- - - - - - - _ 9 _ 9 _ _d _ _ e _ _NL

fF_ _ 9 _ _ h _ _ 0 _ _ i _ _ k _ _nNL

7.4 Polymetric representation of a sequence

Introducing a string of empty objects as the first argument of a polymetric exprsssion
a good method for suppressing explicit tempo markers in a seqasned| be shown in
the example:

abc_/3d_e
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This sequence may be notated

abc_/3{ __,d_e}
which is equivalent to

abc_/3{3,d_e}
using the convention that any stringroémptyobjects “ ” which does not follow a nen

empty object may be replaced with integetself. The following transformation

abc_{3/3,d_e}
abc_{1,d_e}
abc _{_,d_e}

is valid even though it leads to an incomplete polymetric expression.

An advantage of thisotation is visible when the expression is used in a grammar, as
for example:

S — [2A I3A
A —> abc_{1,d_ e}
[other rules]

An intuitive meaning othis grammar is that the musical item denoted by variable “A”
should be performed twice. The tempos of the successive occurvefices two and
three.

The unique production of this grammar is
[2abc_{1,d_e}/3abc_{1,d_e}
which the interpretation algorithm will transform as follows:

l6a_ _b__c¢c_ {3,d _eta _b_c__ {2,d_¢e}
l6a__b__c¢_ {3,d _eta b _c__ _/6{2,d_ e}
l6a_ _b_ ¢ {3,d_eta _b_c__ _/18{6,d__ e _}
l6a_ b _ ¢ {3,d _eta _b_c__ /9{3,d_¢e}
l6a__b__c d ea_b _c__ _/9d_e

It can be seen that for example #yenbolic duration of sound-object “d” is 2/6, i.e. 1/3,
in its first occurrence, and 2/9 in its second occurrence. Thus the tempo has been
multiplied, as expected, by 3/2. The same remark applies to all sound-objects.

7.5 Undetermined rests

It is possible to insert (one single) undetermined rest, notated “...”, in an argoireent
polymetric expressionThe idea is that this rest may have different durations depending
on other arguments of the expression, therefore it shbeldcalculated by the
interpretation algorithm. For example,

{{3a...b,/2cd}
should be interpreted

{f3a-b,/2cd}
since the duration of the structure is determined by the second argument of the expression.
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Let us now consider

{a{bc,def},/2...ghij}

in which the duration of the first argument is 3. kéte theduration of the undetermined
rest. We may write

3 = x + duration(g) + duration(h) + duration(i) + duration(j)

knowing that the durations “g”, “h”, etc. are 1/2 because of the explicit tempo marker
“I2”. Therefore,

3=x+1/2+1/2+1/2+1/2
yields x = 1 = 2/2. The final interpretation is:

{{la{/llbc,def},/2-_ghij}

In both preceding examples the undetermined duration was easypute because of
explicit tempo markers. In general, let

pmax
gmax

be the symbolic duration of the polymetric structure, with pmax,gm&" . Letabe
the rank of the argument containing an undetermined rest, and

_pla]
defla] =%=
&= o)
the sum of the durations of all determined substructures in argament

Since argumenta does not contairan explicit tempo marker, its tempm is
undetermined. If we call

the duration of the undetermined rest (with pgap[a],qgap[d)l), then the symbolic
duration of argumerds:

pgap[a], _pla]
qgapla m - q[a]

This duration must be equal to the one of the polymetric structure itSRE. minimum
value ofm that yields pgap[a} O is:

_ p[al.gm
m = Integer parto
gerp ‘q[a]-pmg

If m = 0 theinterpretation algorithm returns an error messaget ‘enough time for
inserting a rest In other cases, the value calculatethis way is the one corresponding
to the most “evident” solutioriBel 1990b, p.119]

An undetermined rest is used in the example of §9.
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8. Minimal and dilated notations of a polymetric structure

The primary motivation of “rescaling” polymetric expressions is to save memoryieldd
the simplest phase diagram of a sound-object structure.dildigon ratio defined in
88.2 is used to encode sound-objects and calculate their time-scale ratios as shown in 815.

8.1 Simplifying a sequence

Simplifying a sequence means trying to suppe¥apty objects in its notation. For
example,

/6 a b c_d_  issimplified /2ab /3cd
I5a__b__c d__ issimplified /5a__b__/1c /5d__

8.2 Dilation ratio

In the second example above it was not possiblsuigpress all empty objects.
However, let us multiply all tempi by the saweale factors, for instance s = 24. The
“dilated” sequence becomes:

/120a__ b __ /24c /120d ___ whichis simplified /40ab /24c /30 d

It is easy to figure out that the lowest acceptable valligis twelve, yielding aninimal
notation:

[20ab /12c /15d

Let Prod be the lowest common multiple (LCM) of all tempi (20, 12, 15),Sbety.
The number of empty objects appended to each occurrence of “a” or “b” is:

60

20
The same operation yields four empty objects after “c” and three “dftehence the
dilated notation of this sequence:

1=2

a_ b ¢ d

This notation is used for setting the columns of the phase diagram. Compidretie
original notation, it multipliesll durations by a ratio of five that we call thidation
ratio. Itis easy to prove that the dilation ratio is:

Ratio :%i

8.3 Simplifying a polymetric expression

The preceding operations remadalid for a polymetric expression provided that the
scale factos is the same in all itarguments. If §,..., §,..., Smax are the scale factors

of minimal notations of arguments;A.., A;,..., Amax then anys which is a common
multiple of the g is valid.

While interpretating a polymetric expression the algorithm attetoptsxd a minimal
notation, therefore it changes scales to agaderating empty objects “ ”. A minimal

polymetric expression is one in which all arguments of the expression are minimal.
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The interpretation of the following expression

{i{ab,cde},jk}

has been given as an illustration of the interpretation algorifidel 1990b, pp.124-6]
The result is

{I6i {/6ab,/9cde},/4jk}
in which
Prod = LCM (6,9,4) = 36

and the dilation ratio is:

Ratio :w: @ =6
6
Therefore, the dilated expression is
i_ {a____ b_ c___d___ e YWio_______ k_

N\ - - _ _a _ _ _ _ b N
. _c _ . d 0 _ e _ _ _NL
5o - - - - _ _ _ Kk _ _ _ _ _ _ _ _NnNL

8.4 Polymetric structures with out-time objects

A sequence of out-time objects is viewed gwefix of the sequence starting on the
next sound-object (or the ‘NIL’ marker if there is no next object). For example,

{i{a<<h>> Db, c d e}, ] <<f>> <<g>> k <<I>>}

i.e. in dilated notation

P _ - _ _ a _ _ _ _ b . _  _  _  _ NL
- - - - - - - - _ _ <<h>> NIL

_ _ _ _ _ _c _ _  _ d _ _ e _ _ _NL
) — - - - _ _ _ k _ _ _  _ _ _ _ NL

_ <<f>> NIL
<<g>> NIL

_ <<I>>NIL

— 24 —
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9. Polymetric interpretation of a conventional musical score

This example is taken from tl@OMPOSE Tutorialand CookbooKAmes 1989:2]. See
the musical score in Fig.18.

Fal | ! h =
| B I T
. ) [ L) ?' n
| £ WA 1 5] L 'l o
LT 2] T [ L)
T "H
F— -
|9. [
F ] [ L 1 1
- 1y F I 1% I I
A ] T Y T T
b 3 ||| I
¥ f

Fig.18 A musical score

This score may be represented with the pitch-versus-tidiagram of Fig.19.

Pitch

A B6
E6
C6
A5 -

e =

Bb4
F#3 Sy
Time
e
1 2

Fig.19 The pitch/time diagram

In COMPOSE the score is stored aseaent tablesimilar to Fig.20. [Ames 1989:3]

15 |n this paragraph we deal with symbolic, not physical, time, although the prestmetdre of
time is a metronomic pulse.
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Period Duration Pitch

0.667 0.667 R [rest]

0.667 1.333 F#3

0.667 0.667 F5, A5

0.5 0.5 G#3, E5, G5
1.25 3.5 Bb4

0 2.25 C6, E6

2.25 0.25 G#5, B6

Fig.20 The event table

In Ame’s terminology, “period” stands for the time elapsed from the on-sedfiran
event (note, rest or chord) to the on-setting of the eesmt. Both periods and durations
are measured with a time unit which is the duration of a quarter note.

If the piece, or a variation of it, has been generated by a gramsndeep structure
should be visiblat some level of the representation. Here we propose one of the many

possible structural analyses of Ame’s example:

As suggested by thieee, some rests (e.g., A11) may be viewed as part of the structure

e

Bt

]

=
bty
i 2

I R

TR

L
P
Ut wE
Pl

=

All\ A12 A3
Al A3
A

S

Fig.21 A possible hierarchy

while others are just functioning as delays.

— 26 —
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The tree-structure in Fig.21 could be the parsing tree of a prodiostitime context
free grammar:

S —>{A, ... B}

A —>{2, A1, - - A2} {4, A3}

Al —>A11A12 or equivalently Al —> {Al1 Al2}
A3 —>A31A32 or A3 —> {A31 A32}
All —> - or All —> {}

Al2 —> {2, F#3}

A2 —>{F5, A5}

A3l —>{1/2, G#3, E5, G5}

A32 —>{3/2, Bb4&} {2, &Bb4}

B —> {1/4, G#5&, C6, E6, B6&} {2, &G#5, &B6}
.. etc. [Other rules]

Using only the rules listed above yields the unique production

{2, {- {2, F#3}}, 2 {F5, A5}} {4, {1/2, G#3, E5, G5} {3/2, Bb4&} {2, &Bb4}}, ... {1/4,
G#5&, C6, E6, B6&} {2, &G#5, B6}}

displaying the surface structure of this particular production (see §7.1).

In this expression, “G#5&” and “&G#5” denote twaegments of the same object
“G#5” (see 87.1). Theexpression contains aanndetermined rest...” (see 87.5)
produced by the first rule in the grammar.

Time informationis redundant in this polymetric expression, yet it is consistent. The
interpretation algorithm yields the complete polymetric expression which is displayed

W __ P __ | e {F5

_____ A5_______pHe#s_____E5_____,G5_____¥Bb4_ ______

__________ &H&Bb4__ W

- - _ - _ - _ - _ - _ - _ - _ - _-_-_-_ _{c#5__&,C6__,E6__,

B6__&M&GH#5_ &B6__
1

while it is stored in minimal notation by BP2:

{{{/18 -, {19 F#3}}, /18 - - {F5, A5}}{{/24 G#3, E5, G5} {/8 Bb4&} {/6 &BbA4}},
5/16 {/48 G#5&, C6, E6, B6&} {/6 &G#5, B6}}

Let us for instance examine why it is acceptable to write a rule like
Al2 —> {2, F#3}
knowing that, although “F#3” is a half-note on the score, its actual duration is14$3

(i.,e. 1.333 as shown on the second lingh&f event table, Fig.21). The additional
information allowing a correct interpretation is contained in rules:

A — {2, AL, - - A2} {4, A3}

Al —>  All Al12

The first rule indicates that the piesemade of two sections, the first one lasting two
units of (symbolic) time and the second one 4 units. In the first section, A1 hasiaitwo

duration while A2 has 2/3 unit duration like each of the two silences “-”. Then we
derive:

Al =>All A12 => All{2, F#3} => - {2, F#3}

— 27 —
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In the last expression, “-” and “F#3” share 1/3 and&/3he duration of the sequence
respectively. Therefore the actual duration of “F#3” is:
2 4

3X2 =3

Representing the piece as a tree-strudameoutcome of some musicological analysis)
makes it easy to relate it to a sétacceptable “variations”, i.e. a language generated by a
grammar. The initial grammar can be modified to generate thiatbetr than a unique
piece. Let us for example decide thatamother variation “F#3” should be “slightly
longer”. We may write:

A12 —> {3, F#3}

so that Al is now derived as “- {3, F#3}" in which “-” and “F#3” share 1/4 ancdb8Mhe
duration of the structure respectively. Now the duration of “F#3” is:

3 _3

3%2 =3
The polymetric interpretatioalgorithm automatically readjusted the duration of the rest
preceding “F#3”. To enter the same modification inekient table Fig.21 it would be
necessary to recalculate both the duration of the rest (now 0.5) apdribé of “F#3”
(now 0.833). Understandably, the interpretation algorithm takes carsudt
modifications.

A system manipulating a grammand interpreting its productions as polymetric
expressions is therefore aware of tls¢ructure of the piece”, by which we mean
constraints on synchronization yielding information on durations and start/clip tines.
to the structure of the piegrdicated in the grammar, the statemeR#3 should be
longer’ means that its start time must be earlier while its clip time rensinshronized
with the clip time of chord {F5,A5}. Therefore, a limitation of thevent-list
representation is that it makes synchronization explicit only on start-times.

10. The time-setting problem — an informal introduction

In the resof this paper we deal with the problem of instanciating the sound-objects of a
complete polymetric structure.  Informally, instanciating a sound-objaetins
dispatching to the sound processortld messages that are listed in its prototype (see
appendix).

A naive interpretation of sequences of sound-objects would be to arrange all
corresponding time intervals in a strictly sequential way. Duthen and Stroppa fE®@0]
suggested a more abstract approach, starting from the assuthptiany sound-object
may possess one or several time points plagirngarticular role, e.g. a climax. These
points are calletime pivots. Further they suggest to construct sound structigiag a
set of synchronization rules. When two objects are synchromgedyivots — the ones
selected in that particulaontext — are superimposed while other pivots may be used to
infer thenew pivots of the compound object. Fig.22 represents two sound-objects with
respective pivots (A, B, C, D) aniX, Y, Z) being used to build a compound object,
assuming that there israle saying that C and Y should coincide. Other rules assign
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pivots (I, J, K, L) to the compound object. Note that some of the new pivots, hkayl,
not coincide exactly with lower-level pivots.

[ J K L
L L L
A B C D A B C D
I I — I
! | ! !
X Y Z X 7 Z

Physical time
o
Fig.22 Synchronizing two sound-objecta la Stroppa

This approach is attractive buisthard to implement if the formalism of synchronization
rules remains too general. Moreover, in our approach, synchronization is priearily
matter of symbolic time: the partial ordering of objectsainpolymetric structure.
Therefore we retained a simplified version of Stropp@dés, assigning each object one
single pivot.

Let us for instance consider a polymetric structure {S1,52,S3} derived as
{a_bcd_e,a_f_gh_,ji_a_i_}
yielding the phase diagram:

a _ b C d _ e NIL
a _ f _ 9 h _ N
i i _ a _ i _  NL
Suppose that all sound-objgubtotypes labelled “a”, “b”, “c”, ..., “i” are defined —

theymay have been recorded from a musical instrument as suggested in 82. As will be
shown below (812), the definition of each objemntains the relative location of its pivot

and metrical properties allowing the calculation of its “time-scal®” — informally, a

factor adjusting the duration of the sound-object to the current tempo of performance.

The following is a graphic representation afpossible instance of this polymetric
structure:
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cn R R Y| g
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0
N
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Physical time>

Fig.23 A structure of sound-objects

The structure of time is amregular pulsation represented with vertical lines (time
streaks). The time-span interval of each sound-objecthiewn as a rectangle with
arbitrary vertical width and position. These positions have been chosen to separate
objects on the graphid:is clear for example that “c”, “f, “g” and “a” have overlapping
time-span intervals between ttierd and fourth streaks. Lengths of rectangles represent
the physical duration®f sound-objects. Out-time objects are not shown in these
examples as they would appear as vertical segments.

Vertical arrows indicatdime pivots. As shown with object “e”, the pivot is not
necessarily a time point within ttiene-span intervabf the sound-object.

This graphic represents thaeefault positioning of objects, with pivotdocated
exactly on time streaks. Although it is reasonable that instances df*ehd “a” are
overlapping between the third and fourth streaks since they belatigtitect sequences
which are performed simultaneously, it may not be acceptable that “f” ovégaps a
single sequence S2; the same with “d” and “e” in sequenceFBt.similar reasons, it
may not be acceptable that the time-span intervals of “j” and “i” are disjoint in sedb®@nce
while no silence is shown in the symboliepresentation. The philosophy of our
approach is to bind these topological constramtsroperties of objects (see 813) instead
of imbedding all the information in a symbofiepresentation. Thereforhe symbolic
representation contains no more information than the ordering of pivots

The topological situationsf time-span intervals depend on the structure of time. For
example, although thigvo instances of “i” in S3 have identical symbolic durations, their
physical durations (i.e. their time-scale ratios) are different bethes®eat offsets” (i.e.
the duration from one streak to the next) are different.
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How could onealeal with a constraint such astke end of sound-object “f” may not
overlap another sound-object in the same sequenc&3fobject “g” is relocatable then it
may be delayed (shifted to the rightjtil the constraint is satisfied. We call thisoecal
drift of the object (see §12.1). Yet the end of “g” will ats@rlap the beginning of “h”.
Assume that this too is not acceptable and “hias relocatable. One should therefore
look for another solution, for example truncate the beginning of “h” (see §lthis and
other solutions are not acceptable then one may tshift “f” to the left or to truncate its
end. In the first case it might be necessary to shift or truncate “a” as well.

So far wementioned a kind of constraint propagation within one single sequence. In
the time-setting algorithm the three sequencescaresidered in order S1, S2, S3.
Suppose that thdefault positioning of objects in S1 satisfies all constraints and no
solution has been found to avoid the overlapping o&ffd “g” in S2. Another option is
to envisage alobal drift to the right of all objects following “f" ir§2. The global drift
is notatedA on Fig.24. All time streaks following the third one are delayed dstted
vertical lines).

\ 4
| | P s
L b | |
Iillf S2
v v .
j i

Physical time
|

Fig.24 A structure using global drift

This solution is labelled “Break tempb&cause its effect is similar to the trganumin
conventional music notation. Although tgkbal drift increases the delay between the
third and fourth streaks, thphysical durations of sound objects are not changed because
their time-scale ratios have been calculated beforehand.
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Now the positioning of objects in S2 is acceptable, but it might have become
inacceptable in S1: there may be a property of “b™ajrsaying that their time-span
intervals cannot be disjoint, gbat “c” could be shifted to the left, etc. Evidently,
whenever a global drift is decided the algorithm must start again from the first sequence.

The process of locating — i.e. “instantiating” seund-objects, as illustrated in this
example, is the task of thieme-setting algorithm which will be partly described in
816.

11. Encoding a polymetric structure of sound-objects

The essential data structures used by the time-setiyyogithm are introduced here. In

83.1 we indicated that the structure of tifaés a strictly increasing function mapping the
set of symbolic datesiftto physical time. Therefore the structure of time is encoded as

an increasing list of physical dates {T(i): i = 1, ..., imax} such that T@(t).

In striated time all T(i) are given as input data.simooth time they are calculated only
once the sound-objects have been located in the first sequence.

11.1 Encoding structures of sound-objects

A polymetric structure of sound-objects like

/3 ab { cde, ab } cd
is represented with the following phase diagram (dilation ratio: Ratio = 6, see 88.2):

a b _a _ b ¢ _d _nNL
_ o _ _ _d _ e _ N
Symbols “a”, “b”, ..., designate sound-objects,Ein which k is an arbitrary index

(k = -1). Symbol “_” designates the empty sound-objegt ENIL” is mapped toa

virtual object E; delimitating the end of each sequence.

The strictly positive values &fin this structure may be for instance:

1 2 3 4 5 6
a _ b _a _ b _ _c _d _
c _ d e _

7 8 9
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All k's are contained in a bidimensional array calledahase tableSeq(nseq,i):
Phase tableSeq(nseq,i)

I N N N A I 0 I O O O
nsea=1| 1] 0] 2] 93 0 94999 9¢ 9
[nsea=2| of O] oj o 7J o 8 9 4 9 F 9 ¢ 9P
Ey is the k-th sound-object, with= Seq(nseq,i). The column indeis therank of

object K in its sequence. If we callexttherank of the next non-empty sound-object or
“NIL” marker in the sequence, tlymbolic duration of sound-object Eis:

inext - i
Ratio

in whichRatiois the dilation ratio (see 88.2).

d(k) =

T(i) is the date of theeference streakof objects with rankin the structurelf T(i)
and the complete polymetric expression are known, it is possibleotopute
performance parameters, thereby determining the dates of all elementary messages
contained in sound-object prototypes (see appendikpse parameters are listed in an
array, thenstance table for example:

Instance table

K 1 [2 [3 [4 [5 [6 [7 [8 [o9
i=objk) |1 |2 [1 |2 [3 |4 |3 [4 |5
d(k) 3 |u3 |12 [ 12| v3| v3| u3| w3| 13
t1(k),
t2(k), a(k),
etc...

In this table, d(k) is the symbolic duration of. EParameters t1(k) an@(k) are the

physicalstart/clip dates of the k-th sound-object, amdk) its time-scale ratio (see
812.2). Obj(k) is a pointer allowing object identification in #yembol table

Symbol table
S E EN
|symbol |a |b|c|d|e|

Each K (with k= 0) may be seen as amstance of anobject prototype Eq with
j = Obj(k). If k = 0 the object is empty (labelled “_"), thereforegEp the empty-object
prototype. Object prototypes are formally defined in 81 of the appendix.

11.2 Encoding out-time objects

Let <<f>> and <<g>> designate out-time objects. The polymetric expression
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/3 ab { ¢ <<f>> de, a <<g>><<f>>Db } cd
is interpreted

/3 ab {/3 c<<f>>de, /2a<<g>><<f>Db}/3cd
which yields the dilated expression:

l6a_b_{c <<f>>d_e ,a__<<g>><<f>>b__}c_d_

with Ratio = 1. The corresponding tables are:

Symbol table

IR ER NS
|symbo||a |b|c|d|e|f

Instance table

k=11 |2 |3 |4 |5 |6 |7 |8 ]9 ]|10]|11]12
j=Objk) |1 |2 |1 |2 |3 |4 |3 |4 |5]|6]|7]6
d(k) 13 | 13| 1/2] 1/2| 113 1/:1 1/3 1/13 180 |0 |o

t1(k),
t2(k),
a(k), etc...

Phase tableSeq(nseq,i)

i= 1|2 [|3]|4|5]6|7]8]29 1q 1 1:12 18 14 15
nseg=1 | 1| o| 2] o 3| 0O 0 O| 8 d 4 0
nseq=2 | 0| o] o| o 7| O 9 o| IL d q (P
nseq=3 | 0| o] o] o| o] o|10]|11|-1]0 |o ololo]o
nseq=4 | o| ol ol o]l o]l o] o|l12|-1 |0 |o ololo]o

12. Metrical properties of non-empty sound-objects

In this and the next three paragrapbsnic properties and transformations of
sound-objects are introduced. These are used by the time-setting algorithm.

A sonic property P of a sound-object ([Eis a predicate P(j) defined by the
corresponding sound-object prototypg,Bpth j = Obj(k). In this way, all properties of

a sound-object are “inherited” frothe (unique) sound-object prototype bearing the same
label.

— 34 —
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12.1 Time pivot

Once a sound-object Hgiven k = Seq(nseq,i)) has been instantidigdthe time
setting algorithm, itédme pivotis located at physical date:

T(1) + A(®l) + 0(k)

in whichd(k) is thelocal drift of the object and\(i) theglobal drift of its reference

streak. Ifd(k) # O the object has beeelocated Relocations only allowed for objects
with a property notated “Reloc” (see §12.3.1).

An object which is assigned a pivot is caledtriated sound-object An object
whichhas no definite pivot is amooth sound-object In reality, a smooth object is
assigned a pivot at the beginning of its time-span inteawdl declared with property
Reloc, so that the pivot location is only a default value.

Physical datesmin(j) and tmax(j) are the respectigart/clip dates of the object
prototypeEp;, taking its pivot as the time origin, while Dur(j) = tmax(j)-tmin(j) is its

physical duration (see appendix, 81).

The following is a(non-limitative) list of properties relevant to the positioning of
striated objects.

12.1.1 Pivotin the beginning (PivBeq), in the end (PivEnd)

The pivot coincides with the first (resp. last) message of the sound-object. Therefore,

Case PivBegtmin(j) =0 , tmax(j) = Dur(j)
Case PivEndtmin(j) = -Dur(j) , tmax(j) =0

12.1.2 Pivot centered (PivCent)
The pivot is exactly in the middle of the time-span interval qf Epnce:

Dur())
2

tmin(j) = - tmax(j) = -

12.1.3 General case (PivSpéé)
The pivot is at some physical date tO in reference to the first message. Therefore:

tmin(j) = - t0, tmax(j) = Dur(j) - tO

Fig.25 shows a sequence of three objeabelled “a”, “e”, “d” with respective
properties PivBeg, PivCent, PivEnd, and physitaiations 1.3 s., 0.8 s. and 0.4 s.,
arranged on a metronomic structure of time with period 0.5 s.

16 Other properties relative to pivots may be found in [Bel 1990c].
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0 05 1 15 2 25 3 35 4 45 5 55

g [
F 1] }

Fig.25 Three typical objects and their pivots

12.2 Scaling objects in time

Thephysical duration of a non-empty sound-objectgenerally not the same as the
one of its prototype. The actual physical durationoisE

a(k) . Dur(j)

wherea (k) is thetime-scale ratioand Dur(j) the duration of sound-object prototype

Ep, given j = Obj(k). Methods for calculatimyk) are proposed in §15. The wayk)
is taken into account for calculating the dates of elementary messages is expl&aauf
the appendix.

Certain ranges of values aik) may not be acceptablef-or instance, some objects
should never be streched while others should not be contrattedfollowing properties
define acceptable rangesafk).

Elasticity (FixScale, OkRescale, OkExpand, OkCompress)

Case OkRescale: any valueogk) is acceptable.
Case FixScalea(k) = 1.

Case OkExpandi(k) = 1 is acceptable.

Case OkCompresa(k) < 1 is acceptable.

If thevalue calculated foa (k) (see 815) is not in an acceptable range, then the value
a(k) =1 is imposed.

12.3 Relocating objects or streaks

Theseproperties are relevant to thecal drift d(k) of objects and thglobal drift
A(i) of streaks.

12.3.1 Relocatability (Reloc)

An object isrelocatable if its local drift §(k) is allowed to takepositive or negative

values. A classical example of relocatable objects on a metronomic strudiore & the
performance ofubato.

12.3.2 Break of tempo (BrkTempo)

There is dreak of tempoon sound-object Egiven k = Seq(nseq,i) with k > 0) if
all streaks following theeference streak of the object are delayed, i.e. the global drift
A(ii) > A(i) for all ii >i. An object allowed to break tempo has property BrkTempo.
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13. Topological properties of non-empty sound-objects

These properties are used to check whethrobtopological configurations dime-span
intervak are acceptable in a sequence (see informal example in §10).

13.1 Covering the beqginning (OverBeq), the end (OverEnd)

The OverBegroperty means that the beginning of the time-span interval of an object
may be covered by other objects in the same sequence. OverEnd is defined similarly.

13.2 Continuity in the beginning (ContBeq), in the end (ContEnd)

A sound-object has properGontBeg if its time-span interval must be connected with
(or overlap) the time-span interval of one of the preceding objects irseitpeence.
ContEnds defined similarly: the time-span interval must be connected with (or overlap)
the one of any object following it in the sequence.

14. Reshaping sound-objects

Many transformations of sound-objectauld be imagined, e.g. a non-linear “distorsion”
of the local time of an object (see LocalTimp@) in 83 of appendix), or even

adding/suppressing messages. The only transformation we considerthereaigng the
beginning or the end of a sound-objeBtoperties allowing this are labelled “TruncBeg”
and “TruncEnd” respectively.

A variable notated “TrBeg(k)” indicates the amouwfitphysical time by which the
beginning of sound-object Ehas been truncated. Similarly, TrEndi&)relative to the

truncating of its end. Evidently,

0< TrBeg(k), O< TrEnd(k), and TrBeg(k) + TrEnd(k) < physical duration pf. E

Truncating a sound-objedbes not mean thatl elementary messages contained in the
truncated part have been deleted. Some of them are relocHiedhatv start/clip dates of
the object, as shown in 83 of the appendix.

15. Calculating time-scale ratiosa (k)

The time-scale ratia (k) of a sound-object Edepends on its symbolic duration d(k), its
nature (smooth or striated) and the structiréme (smooth or striated). This paragraph
introduces rules for calculatirayk).

A sound-object prototype lj:_pnaybe defined in reference to a metronome beat, the

period of which is notated Tref(j). If no metronomic reference is usecctrerentionally
Tref(j) = 0.

— 37 —
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15.1 Calculating a(k) in smooth time

In smooth time it possible to imagine that there is a clock with p&cdtmtk measuring
physical durations. This case is calldasured smooth time If no such clock is
available we always take:

a(k) = d(k)

where d(k) is thesymbolic duratiorof E, (see 811.1) . The duration of sound-object
prototype Epis Dur(j). Empty objects “_" are mappéal prototype Eg such that Dur(0)
=0.

In measured smooth time(k) is calculated as follows:

Object type Tref(j) Dur(j) a(k)
striated >0 =0 d(k) . Tclock / Tref(j)
striated >0 >0 d(k) . Tclock / Tref(j)
smooth =0 >0 d(k) . Tclock / Dur(j)
smooth =0 =0 d(k)

Using this tablepn (k) cannotbe calculated in silences, i.e. non-empty sound-objects

conventionally notated “-” for which both Tref(j) and Dur(j) are undetermineghysical
duration is therefore assigned to a silence in reference to the “local peretdprecbe

the non-empty sound-object immediately precedipgirfEthe sequence. Théocal
period is:

_t2(kprec) - t1(kprec)

- d(kprec)

in which t1(kprec) and t2(kprec) are the respective starpgblysical dates of kprec and
d(kprec) its symbolic duration. The physical duration of silenceit therefore be:

P

P. d(k)

If a sequence of sound-objestarts with a silence in measured smooth time, the first
silence is ignored becaukprecwould not be defined.

15.2 Calculating a(k) in striated time

15.2.1 Silences

For all silencesx(k) = 0 in striated time.
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15.2.2 Striated sound-objects

The value proposed far(k) is:
If d(k) > 0,

T(inext) - T())

a(k) = —Trefg)

with j = Obj(k) and k = Seq(ligne, i)

whereinextis the rank of the nexton-empty sound-object or the “NIL” marker in the
sequence,
or,ifd(k) =0 (case of out-time objects),

a(k)=0

15.2.3 Smooth sound-objects

To calculatex (k), Tref(j) is replaced with Dur(j). This yields:
If d(k) > 0,

_ T(inext) - T()

a(k) —Dug with j = Obj(k) and k = Seq(ligne, i)

or, ifd(k) =0 (case of out-time objects),

a(k)=0

The physical duration (see 812.2) of a smooth objgcs Eherefore

a(k) . Dur(j) = T(inext) - T()

for a sound-object, and zero for an out-time object.

16. The time-setting algorithm

Instantiating (i.e. setting in time) a sound-object structure means determining the
performance parametersa(k), d(k), t1(k), t2(k), TrBeg(k),TrEnd(k) andA(i) for all
sound-objects |Esuch that k = Seq(nseq,i) with i = 1,...,imard nseq = 1,...,nmax.
Variablei is the index of theeference streak of sound-objeqt. EThis instantiation is
accomplished by the time-setting algorithm which was informally introduced in §10.

Results on the correctness and complexity of this algorittave already been
published in [Bel 1990b, chapter IX]. In tiparagraph, pseudo-code descriptions of the
mainprocedures are given with enough details for the design of an implementation in
procedural programming languages.

The space complexity can easily be discussed as the dimeok@hsrrays necessary
to the computation ar indicated. In actumaplementations arrays should be replaced with
data-structures best fit to the programming environment.
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16.1 Main loop

Procedure Ti ne_set

Global variables:
nmax = maximum number of sequences
imax = maximum length of a sequence
kmax = maximum number of objects in the structure
Seq[nmax,imax],  Alimax],T[imax], Objlkmax],t1[kmax],t2[kmax],
t"1[kmax],t"2[kmax], TrBeg[kmax], TrEnd[kmax], o[kmax], o[kmax]

Input: Seq(],0bj[], T[]

Output: T[],t1[],t2[], TrBeg[], TrEnd[], afl, 9]
Begi n
For(i=1;i < imax)
I Afi] <—0;
| If(nature_of_time = smooth)
| then
| | T[i] <— 0; /* T[i] is not known in smooth time. */
| Endif
| i<—i+1;
Endfor
Calculate_alpha;
Agai n:
For (nseq = 1; nseq < nmax)
Fix(nseq); /* Calculate t1[], t2[] */
Ifl Locat e(nseq, nature_of tine) =failed)
then
| Display "Can’t set time";
/* Here we can restart the algorithm releasing constraints
ContBeg, ContEnd, OverBeg or OverEnd. */
I Stop;
Endif
If((nature_of_time = smooth) and (nseq = 1))
then
| Interpolate_streaks;
Endif
BTflag <— false;
For(i=1;i < imax)
T[i] <— T[i] + Afil;
If( A[] #0)
then
| BTflag <— true;
Endif
A[i] <—0;
i<—i+1;
Endfor
If (BTflag and (nseq > 1)) go to Again;
nseq <— nseq + 1;
Endfor
End

Procedurd=ix() is invoked to calculate the default start/clip dates t1(k) and t2(k) of
each object as follows:
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Procedure Fi x(nseq)

Begi n
For(i=1,i < imax)
k <— Seq[nseq,i];
j <— Obj[K];
If=1) /* ObjK] is a silence */
then
| /* Compute with local period, etc. (see §15.1) */
else
| t1[k] <—  a[K].tmin[j] + TIi];
[ t2[k] <—  a[K].tmax[j] + T[i[;
Endif
i<—i+1;
Endfor
End

ThelLocate() function calledn the main loop relocates the sound-objects found on
each line of the phase diagranwhen it is successful, the following operations are
necessary before the next sequence is processed:

(1) If time is smootland nseq = 1, values af(i) must be calculated for all empty
objects with rank. This is done by interpolation, as illustrated in §18.3.1.
(2) T(i) must be updated:
T[] <— TI[i] + A[i]
Ali] <— 0
(3) If nseq# 1 andA(i) # O for somd, it means that a correction tyfpe {Break
tempo} has been done. As indicatedhe example of 8§10, the algorithm must
be restartedvith the new values of T(i) while current values aofk) remain
unchanged. Therefore the main loop is interrupted by & Again

16.2 Locat e() function — flowchart

Each sequence is scanned “from left to righ#&. increasing dates). The following
flowchart shows the detailed operation.
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Fig.26 The Locate() flowchart

The main test in this function is “Situation acceptable?” &d&2). If the situation of

E, does not fulfill topological constraints, then a first solution seit setl

calculated. This set contains possible correctionsydifed at changing its start date
t1(k). Its clip date t2(k) may also incidently be changed in this prodeash time the
program jumps aNew_choicel , a solution is tried and deleted from the sdthis
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correction is callegdorrection 1.  If sol_setl is empty, the situation of one of the
preceding sound-objects must be revised Dm@ementation ). Another solution set
sol_set2 s calculated, yieldingorrection 2, i.e. mainlya modification of the clip
date t2(k).

To facilitate backtrackingsol_setl is stored as an array indexedion

16.3 Thelocat e() function

While positioning objects temporary values are usedherstart/clip dates t1(k) and
t2(k). These are notated t'1(i), t"1(i), t'2(i) and t"2(i), given k = Seq(liké,i).

We use index 1 for variables dealing with corrections “to the lefEofconstraints on
t1(k)), whereasndex 2 indicates corrections “to the right” (constraints on t2(k)). Thus,
01(i) andd2(i) denote temporary local drifts caused by corrections 1 andi the final
value of the local drift i®(k) = d1(i) + &2(i).

dAOQ(i) is the temporary value of the global diiti) of the i-th streak when taking into
account the temporary global drifts of the preceding stredRd.(i) and @2(i) are the
temporary changes of the global dAift) of thei-th streak caused by corrections 1 and 2
respectively. The effect of these changed@his shown in §16.4.

t'1(i) is the new value of t1(k) when correction 1 and global drdiee been taken into
account. In general,

t'1[i] <— t1[k] + Afil+d  AO[i] + shiftl[i]

in which shiftl(i) represents the amount of correction 1. Similarly, i2¢(he new value
of t2(k).

t"1(i) is the new value dfl(k) once correction 2 has also been taken into account. In
general,

t"1[i] <— t'1[i] + shift2[i]

in which shift2(i)is the amount of correction 2. Similarly, t"2(i) is the new value of
t2(k).

For any object  we notate Ts(i) the maximunalue of t"2(ii) for ii < i, in which
t"2(ii) is the temporary value of t2(kk) for any objeggbn the same sequence gg E

17 Indexing these arrays drinstead ok saves memory space.
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t2(ii) = Ts(i)

[ ]

| kk = Seq(nseq,ii)

L]
| I

k = Seq(nseq,i) |

shift1()

t1(i)

Fig.27 Finding Ts(i)

In orderto locate [ one must take into account topological properties ContEnd(jj),
OverEnd(jj) and BrkTempo(jj) of g, with jj = Obj(kk). Therefore the following values

will to be stored:
ContEndPrev][i] <— ContEnd][jj]

OverEndPrev[i] <— OverEnd][jj]
BrkTempoPrev[i] <— BrkTempo][jj]

16.4 Incrementation

The Locate()  procedure normally scans the sequence fromtdeftight, i.e. the
phase table Seq(nseq,i) with increasing values aVhenincrementingi the algorithm
first looks for the next non-empty object:

| ncrement ati on:
I* Apply global drift to the next streak */
dAQ[i+1] <—  dAOQ[i] + dAl[i] + dA2][i];

[* Calculate the rank of the next non-empty sound-object */

For (inext = i+1; i < imax)

| dAQ[inext] <— dAO[i+1];

[ dA1[inext] <— dA2[inext] <— 0;

| If (Seqg[nseq,inext] # 0) break For;
inext <— inext + 1;

Endfor
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Then the current value of Ts(i)ée@mpared with the (temporary) clip date t"2(i) of the
object with ranki. If the latter is bigger then Ts(i), ContEndPrev(i), etc., must be
updated:

[* Update Ts */
If (Ts[i] < t"2[i])

then
Ts[inext] <— t"2[i];
ContEndPrev[inext] <— ContEnd[j];
OverEndPrev[inext] <— OverEnd[j];
BrkTempoPrev[inext] <— BrkTempol[j];
else
Ts[inext] <— Tsi];
ContEndPrev[inext] <— ContEndPreV[i];
OverEndPrev[inext] <— OverEndPreV[i];
BrkTempoPrev[inext] <— BrkTempoPreV]i];
Endif

Now i can be incremented to the next value. If theanithe sequence is reached then
the solution may be assessed by the user. If it is accepted then the temporargfvalues
start/clip dates, local drift, etc., are taken into consideration. If the solutiootis
accepted then other solutions will be searched:
iprev <—i;

i <— inext;
k <— Seq[nseq,i];
If (k=-1) /*End of sequence “NIL" */

then
If (Solution_accepted)
then
For(i=1;i < imax)
Alil<—  A[i] + dAQ[i]l+  dAl[i[+  dAZJi];
k <— Seq[nseq,i];
If (k> 0)
then
| t1[k] <— t"1][i;
[ t2[k] <— t"2[i]:
| Okl <— O1[i] + o2[i];
Endif
i<—i+1;
Endfor
Return(success);
else
| /* Find more solutions (not described here) */
Endif
Endif

The followingis the initialisation of all temporary performance parameters of the new
object considered, following/hich a correction valushiftl is calculated. Informally,
shiftlis the amount of overlapping between the current object andjtitenost preceding
object in the sequence (see Fig.27).

j <— Obj[k];

TrBeg[k] <— TrEnd[k] <— O;

t"1[i] <— t'1[i] <— t1[K] + Alil + dAO[i];
t"2[i] <— t'2[i] <— t2[k] + Ali] + dAO(i];

shiftl[i] <— Ts[i] - t"1[i];

Now it is necessary to check that the current locaifaime sound-object is acceptable.
This assessmeist the output of functiorsituation() which will be examined now.
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If the function returns ‘truethen incrementation is called agadth. The following
instructions are easy to trace in the flowchart given in §16.2.

If (Situation(i,nseq,shiftl,nature_of time,t"1[i],t"2[i]) = acceptable)

then

| shiftl <— 0;

Endif

sol_setl[i] <—
Possible_choices(i,nseq,t'1[i],t'2[i],shift1,Ts[i],nature_of_time,1)

If(shiftl = 0)

then

| go to Incrementation
Endif

If (sol_setl[i] = empty)
then

| Tsm <— Tsil;

| shift2 <— - shiftl;

[ go to Decrementation;
Endif

go to New_choicel;

16.5 Situations
FunctionSituation() is described now.

Function Situation(i,nseq,shift,nature_of _tinme,t1,t2)

Begi n
If (i = 1) Return(acceptable);
k <— Seq[nseq,i];
] <— Obj[K];
If ((nature_of_time = smooth) and (nseq = 1)) Return(inacceptable);
If ((shift < 0) and (not ContBeg]j]) and (not ContEndPreV]i]))
then
| Return(acceptable); [* 1%
Endif
If (shift = 0) Return(acceptable); [*2*
If (shift > 0)
then
IfG=1) /*ObjK] is a silence */
then
| Return(acceptable);
Endif
If ((Ts < t2) and OverBeg[j] and OverEndPreV[i])
then
| Return(acceptable);
Endif [*3*
If ((Ts > t2) and OverBeg]j] and OverEnd[j] and OverEndPrev][i] and
not (ContEnd[j]))
then
| Return(acceptable); x4 %
Endif

Endif
Return(inacceptable);
End

18 Note that this and other procedures are not recursive. We used ‘go to’ statefitesrtely in the
pseudo-code to connect modules of instructions at the same level.
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Theimplication of this function is that, in striated time or if nseq > 1, four situations
are possible depending on the position piéative to kk:

Nr Configuration Condition
Ts() ¢i) (not ContBeg(j))
1 and
| (not ContEndPrev(i)
~a—| shiftl <0
Ts(i) = t'1(i)
2 | none
| |
I shift1 =0
v s t2() OverBeg(j)
3 | and
_ OverEndPrev(i)
shiftl >0 > Ts(i) < t2()
10 D) Ts(i OverBeg(j) and
® t2() s OverEnd() and
4 (not ContEnd()))
: and
shiftl >0 OverEndPrev(i)

Fig.28 The four situations

We call canonic correction 1 the smallest modification of t'l(iyielding an
acceptable solution. It is easy to prove that the canonic correction 1 is:

t1[i] <— t1[i] + shift1[i]

There are three possible transformations yielding this canonic correction:
— Local drift: both the start and clip dates are incremented.

— Global drift (only if shift > 0): same as above, but the referestiak is also
relocated.

— Truncating the beginning (only if shift > 0): only the start date is changed.
16.6 Solutionset1

The same function

Possible_choices(i,nseq,shift,t1,t2,Ts,nature_of_time,side)

mayyield a solution set for correction 1 or for correction 2 (see infra) depending on the
setting of the flagside When it is seto 1 the function yieldsol_setl(i) , i.e. an
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arbitrarily ordered list of possible changes relative to objgcttiiat may be used for the
canonic correction 1.

Functi on
Possi bl e_choi ces(i, nseq,shift,t1,t2,Ts, nature_of _ti nme, si de)

Begi n
sol <— empty;
k <— Seq[nseq,i];

] <— Obj[K];

If ((side = 1) and (nature_of_time = smooth) and (nseq = 1) and (shift
>0))

then

| Return({Break tempo});

Endif

If (Reloc[jlorj=1) /*j=1fora silence. */

then

| sol<—sol O {Shift object};

Endif

If ((side = 1) and (i > 1) and (shift > 0) and (BrkTempoPrevV]i] or
(nature_of time = smooth)))

then
| sol<—sol 0 {Break tempo};
Endif
If ((side = 1) and (shift > 0) and TruncBeg[j] and (t2 > Ts))
then
| sol <— sol O {Truncate beginning};
Endif
If ((side = 2) and (shift < 0) and TruncEnd[j] and (t1 < (Ts + shift)))
then
| sol <—sol O {Truncate end};
Endif
Return(sol);
End

16.7 Correction 1

This correction is performed on the basis of a solution selegstéde solution set
sol_setl(i) . The choice may either be decided by the user omrbyarbitrary
enumeration o$ol_set1(i)
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New_choi cel:
If (sol_setl[i] = empty)
then
| shift2 <— - shift1;
| go to Decrementation;
Endif
soll <— Next_choice(sol_set1]i]);
sol_setl[i] <— sol_set1][i] \ {sol1};

t'1[i] <— ta[k] + Ali] + dAQJi] + shiftd;
t'2[i] <— t2[k] + Ali] + dAO(i];

dAl[i] <—O;

o1[i] <— 0;

TrEnd[K] <— 0;

If (sol_setl = Truncate beginning)

then

| TrBeg[k] <— shift1;

else

| TrBeg[k] <— O;

| t'2[i] <— t'2[i] + shift1;

| If (sol1 = Shift object) d1[i] <— shiftl;
[ If (sol1 = Break tempo) dA1[i] <— shift1;
Endif

t"1[i] <— t'1[i];

t"2[i] <— t'2[il;

go to Incrementation;

ProcedurdNext_choice() is not described here.

It can be proved that ifol_setl(i) is not emptyfor any value ofi, then
Locate() returns a straightforward soluticsg that in this case the time-complexity of
this procedure is O(n), giventhe number of objects in the sequence.

16.8 Solution set 2

If the solution sesol_setl(i) is empty, it is necessary to assert:

shift2 <— - shiftl

whichmeans informally: “since t'1(i) cannot be increased by shiftl, then try to decrease
Ts(i) by -shiftl”. Hereagain the correction will be canonic since |shift2| is the minimum
value yielding situation 2 (see Fig.28) for the object with iank

Decr enent ati on:
If (i = 1) Return(failed);
Tsm <— TsJi];
i <— iprev;
For (iprev =i- 1; iprev >0)
| If (Seq[nseq,iprev] > 0) break For;
iprev <—iprev - 1;
Endfor
k <— Seq[nseq,i]; /* k is strictly positive */
] = Obj[K];
If (Ts[i] = Tsm) go to Decrementation;
sol_set2 <—
Possible_choices(i,nseq,shift2,t"1[i],t"2[i], Tsm,nature_of_time,2);
go to New_choice2;
End
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The new value of isiprey, the rank of the preceding non-empty sound-objdtten Ey
is searched comparing TsJ[i'] with Tsm for each i' <i:

If (Ts[i] = Tsm) go to Decrementation

A new solution se$ol_set2 is determined by invoking the function

Possible_choices(i,nseq,shift,t1,t2,Ts,nature_of_time,side)
with shift = shift2, t1 = t"1(i), t2 = t"2(i), Ts = Tsm, and side = 2.

16.9 Correction 2

For this correction a solution sol2 is selecteddh set2

New choi ce2:
If(sol_set2 = empty)
then
If(sol_set1]i] % empty)
then
| go to New_choicel;
else
| If((i > 1) and (Reloc[j] or (shift2 > 0 and 0 < ibreak < i)))
[ then
| | go to Decrementation;
| else
[ | Return(failed); /* Backtracking possible here */
| Endif

Endif
Endif
sol2 <— Next_choice(sol_set?2);
sol_set2 <— sol_set2 \ {sol2};
t"Imem <— t"1]i]; t"2mem <— t"2][i];
2Z2mem <—9o2[il; d  A2mem <— dA2][i];
t"2[i] <— t"2[i] + shift2;
If(sol2 = Truncate end)

then

| TrEnd[k] <— TrEnd[K] - shift2;

else

| t"1[i] <— t"1[i] + shift2;

| If(sol2 = Shift object) 52[] <—  B2[i] + shift2:

[ If(sol2 = Break tempo) dA2[i] <—  dA2[i] + shift2;
Endif

shift3 <— Tsi] - t"1][i];

shift4 <— Alternate_correctionl(i,nseq,shift3,t"2[i]);

If(shift4 = 0)

then

| go to Incrementation;

else

If(sol_set2 # empty)

then

t"1[i] <— t"1lmem; t"2[i] <— t"2mem; /* TrEnd[k] was not
modified */

02[i] <— 82mem;d A2[ij<—d A2mem;

go to New_choice2;

else

shift2 <— - shift4;

go to Decrementation;

Endif
Endif
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The condition

If((i > 1) and (Reloc]j] or (shift2 > 0 and 0 < ibreak < i)))

is the one mentioned on the flowchart (Fig.26) as “backtrack usefu$.uted to cut the
search space of solutions. Indeed, trying to modify any object prec@dhii) will
certainly not improve the situation unless Obj(k) itself is either relocatablén case
shift2 > 0, it is situated to the right of another object that may break the tempewlof

this test the indewf the leftmost object in the sequence with property BrkTempo (see
812.3.2) is stored akreak

16.10 Alternate correction 1

Changing the clipdate of sound-object [Emodifies the topological constraints on
objects following k in the sequence. These constraints will be evaluated and taken into
account while further scanninghe sequence. Once a solution has chosen in
sol_setl(i) , correction 1s performed and the following objects in the sequence are
examined. (Seacrementation on the flowchart, Fig.26)

On the other hand, whenever correction 2 modifies the start dajataEBecessary to
check that the constraints on all objects precedijnig Ehe sequence are still satisfiddet
E andshift be defined as in 816.2. TlHenction Alternate_correctionl()
checks the topologicaituation between Eand ki (as per Fig.28). In situation 3 it
attempts to truncate the beginning qf. EIf the correction was successful then %’
returned and incrementation starts again (see flowchart). Otheanisther solution is
selected for correction 2. Hol _set2 is empty, then another solution is tried for
correction 1, etc.

Function Alternate_correctionl(i, nseq,shift,t2)

Begi n
k <— Seq[nseq,i];
j <— Obj[k];
t1 <— t"1[i];
If (shift = 0) Return(0); [* Situation 2 */
If (shift < 0 and (not ContBeg]j]) and (not ContEndPreV]i]))
Return(0); [* Situation 1 */
If (shift > 0) [* Situation 3 or 4 */
then
If(OverBeg]j] and OverEndPrev[i] and (((t1 + shift) < t2) or (not
ContEnd[j])) Return(0);
If (TruncBeg]j])
then
| If ((t1 + shift) < t2) /* Situation 3 */
[ then
| | TrBeg[k] <— TrBeg[K] + shift;
| | t"1[i] <— t"1[i] + shift;
| | Return(0);
| Endif
Endif
Endif
Return(shift);
End

This function returns O in acceptable situations. In situatioh BuncBeg(j) is true it
first truncates the beginning of the object, then it returns 0. In all otheritasisns the
input value shift3.
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If the returned value shift4 is Dis incremented again. If shift4 O the next solution
in sol_set2 is considered. Onceol_set2 is empty the algorithm jumps back to
Decrementation

It is proved [Bel 1990b:164] that correction 2 alwaygproves the situation and that if
there is a solution it will be found after a finite number of steps.

16.11 Multiple corrections

Correction 2 may bg@erformed several times on the same object, first when calling
Decrementation ~ on an object with rank i1 > i, then on an object with réhk i1,
and so on.

It can be proved that for any object the number of type-2 corrections is finite.

17. Complexity of the time-setting algorithm

The following results have been proved in [Bel 1990b:165-168]:
— Thelocate() procedure halts after a finite number of steps.

— If, for some value ohseq Locate() returns a solution witl\(i) # O for
some value of (i.e. a global drift), then there is a solutiorwhich T(i) may be
replaced with T(i)A(i).

— In the worst case the time complexity of thecate()  procedure is O(imay,
whereimaxis the number of objects in the sequence.

— If no global driftis created, the time complexity of the time-setting algorithm is
O(nmax.ima®), where nmax is the number of sequences amuax the
maximum length of a sequencdn the worst case, the time complexity is
O(nmaxX.imax3).

18. Typical examples

18.1 Non-empty sound-object prototypes

The table below defines six non-empty striasedind-object prototyfge Objects “a”
and “a™ are identical as far as messages are concerned, but they differ in their durations
and sonic properties.

The first line in the table ithe duration of the object prototype in seconds. Reference
periods (the metronome value when entering the prototype) are given on the second line.
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a a' b c d e
Dur(j) 1.0 1.5 2.0 4.0 1.0 0.5
Tref(j) 1.0 15 1.0 2.0 2.0 1.0
Propertieq PivBeg PivBeg PivBeg PivBeg PivEnd PivCent
OkRescale | OkExpand OkRescale | OkRescale | OkRescale | OkRescale
OverBeg Reloc Reloc OverBeg OverBeg OverBeg
OverEnd BrkTempo | OverEnd OverEnd OverEnd OverEnd
TruncEnd TruncEnd TruncBeg

18.2 Calculating ime-scale ratiosa (k) and time-setting a sequence

(This is an application of rules listed in §15)
Consider the polymetric expression
/2 abc /3 de
and its dilated notation
l6a__b__c__d_e_
with dilation ratio: Ratio = 6 (see 88.2). The sequence contains: imax = 14 symbols.
|i |1 |2 |3 |4 |5 | 6 | 7 | 8 | 9 | 1o| 11| 12| 14 11

O I A S

18.2.1 Non-measured smooth time

The solution is

0 0.5 15 2 5 3 3.5 4

Fig.29 /2abc/3de
(non-measured smooth time, smooth or striated objects)

with a(k) = 0.5 for “a”, “b” and “c”, and 0.33 for “d” and “e”.
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18.2.2 Striated objects in measured smooth time

Let us take Tclock = 1s. The instance table yields:

d(k)
Dur(j)
Tref())
a(k)

physical
duration

a b C d e
1/2 1/2 1/2 1/3 1/3
(1s.) (2s.) (4s.) 1s) (0.5s.)
1 1 2 2 1
0.5 0.5 0.25 0.166 0.33
0.5s. 1s. 1s. 0.16 s. 0.16 s.
(Data between brackets have not been used.)
05 1 15 2 25 3
I I
a b C
| | de
Fig.30 J/2abc/3de

18.2.3 Sequence of smooth objects in measured smooth time

(measured smooth time, striated objects)

Here we suppose for a while that all objects defined in 818.1 are smooth.

d(k)
Dur(j)
a(k)

physical
duration

a b c d e
1/2 1/2 1/2 1/3 1/3
1s. 2 s. 4 s, 1s. 0.5s.
0.5 0.25 0.125 0.33 0.66
0.5 s. 0.5 s. 0.5 s. 0.33 s. 0.33 s.
05 1 15 2 25 3
| ]
a b c |d e
Fig.31 /2abc/3de

(measured smooth time, smooth objects)
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18.2.4 Striated objects in striated time

Let us assume a metronomic structure of time with period 3 secdimdsfollowing is
the table of T(i) in seconds and the corresponding objects in the sequence:

i 1 2 3 4 5 6 7 8 9 10 11 12 13 14
T@| o o5 1 15 2 25 3 35 4 45
Bk | a _ b c d

k{1 o o 2 o o 3 0 0 4 0 5

A(i) = 0 for evenyi. As to “b”, for instance, i = 4, inext = 7, and Tref(j) = 2 s. Therefore

q|2.:¥:1_5

The physical duration of this objectis: 1.5x2=3s.

Positioning objects implies taking into account propeRieBeg for “a”, “b” and “c”,
PivEnd for “d” and PivCent for “e”. The final lay-out is:

0 05 1 15 2 253 35 4 45 5 55 6 65 7
| 1 1 |
b |

T

Fig.32 /2abc/3de
ile. /6a__b_ ¢ d_e __
(metronomic striated time, period 3s., striated objects)

18.3 Time-setting polymetric structures
(SeeMain loop 816.1)
Consider

/3 ab { cde, ab } cd
which is interpreted

l6a_b _{c d e ,a__b__}c_d_
or equivalently

l6a_b_{a__b__,c d_e_ }c_d_
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yielding a possible phase diagram (Ratio = 6):
a _ b _a _ _ b C d NIL

c d e NIL

18.3.1 Non-measured smooth time, smooth objects

The first sequence (“ababcd’) makes no difficultythen streaks are created by
interpolating the physical durations of non-empty sound-objects in the first sequeee.
the dotted lines on Fig.33:

0 0.5 1 15 2 25 3 3.5 4 4.5

a b a b C d

Fig.33 Interpolating streaks on the first sequence

The next step is the time-setting of the second sequence, using the interpolated streaks:

0 0.5 1 1.5 2 25 3 35 4 4.5
N I I A O R
a b a b c d
I == R
Fig.34
/3 ab {cde,ab}cd
ile. /6a_b_{a__b__,c_d_e_ _}c_d_

(non-measured smooth time, smooth objects)

18.3.2 Striated time
Consider examples:

/3 ab { cde , ab} cd
ie. /6a_b_{c _d_e _,a__b__}c_d_

/3 a'b {cde, ab} cd
ie. /6a' b _{c_d e ,a__b__}c_d_
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These have similar symbolic representations diffierent time-settings because of the
properties of sound-objects “a” and “a™. With metronomic time, period 3 s., we get:

0 0.5 1 15 2 25 3 35 4 4.5 5 55 6 6.5

a b b

7

a Iel C

Fig.35
/l6a_b_ _{c_d_e ,a__b__}c_d_
(metronomic time, period 3 s.)

Fig.36
/6a _b_{a__b__,c_d_e _ _}c_d_
(metronomic time, period 3 s.)

In the latter example, since “a” does not have property OkCompiesmibt accepi (k)

= 0.66, thereforen(K) is forced to 1. Object “b” should start before “a™ clips, thit
does not have property OverBeg. Therefore the beginning of thinsated. Since “a”
does not have OverBeg, its second instance catardtbefore “b” clips. A local drift of
“a™ solves this constraint. Now “b” may overlap “akhich is not acceptable, therefore

“b” is truncated in its beginning.
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The last example

{b-ba,/2ac{de, /3a-c}}
ie. 6{b__-__b__a_ _,a__c__{d__e__,a-_c_}
iIs shown in two performances (Fig.37-38) with respective metrorparieds 3 s. and

2 s. The fact that “a™ does not have the Overpraperty forces a correction 2 (with
negative driftd) to prevent it from overlapping “c”.

L L1 1| |
b
A | |
- b
! a
a' C
d e
\
a - | c
A ‘ A
Fig.37
I6{b__-_ b a__,a c _{d__e_ _,a_-_c_}

(_m_etronomic time, period 3 s.)_
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-05 0 0.5 1 15 2 25 3 35 4 4.5 5

L1
b
- b
I
a
a' J c
6
a - c |
Fig.38
I6{b__-_ b a__,a c _{d__e _,a_-_c_}

(_m_etronomic tir_ng, period 2 s.)_

19. Conclusion

The musical examples in 818 give an indication of the variety of solutions propotesl by
time-setting algorithm (on the basis of propertiesafnd-objects and different structures
of time) for the performance of a given musical item. Equally versatile istrpretation

of polymetric expressions generated by formal string-grammagrsshown in part B.
Both approaches, therefore, contribute to compensate the rigidity of the tohing
computer-generated musical pieces: tegnchronization and accurate timings of
concurrent musical processase handled by the computer on the basis of (possibly
incomplete) information on structures and sound-objedisis allows a composer to
explore sets of musical productiogenerated by rewriting rules, either in a systematic
way — assessing every decision of the machine — aituations involving one or
several computers/sound processors interacting in real-time improvisation.
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Appendix

The formal definitions obbject prototyps are given here as a guide-lioe the design of

a proceduralispatching elementary messages in real time. The procedure itself is not
described as it is highly dependanttba implementation. The main design requirement,
which this formalism helps fulfilling, is a low-level representatidnmusical items that
does notontain all the information stored sound-object prototye so that in the end
very large sound-objects can be instantiated and performed in real time.

1. Sound-object prototypes

Let A = {Aq,...,AN} be an arbitrary set oklementary actiors or messages

destined to a sound processB(A) theset of all subsets of A, and Re set of real
numbers, representing physical time. Imacro-level description of sound; maybe
aninstruction label (e.g. MIDI code), whereas inricro-level descriptiont may be a
vector of numerical parameters. Both representatioay coexist in the same
implementation.

Let {Epj | j =0, ... jmax} designate a finite sef sound-object prototypes
defined as follows:

Definition
| The j-thsound-object prototypis a mapping
| ER: R Ofnil}—> P(A)

| such that Egnil) =0 , and Ep(t) # U for a finite set of values ofif R.

Conventionallythe time origin indicates the pivot of the sound-objethe utility of
the “nil” value will be shown below.
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It is assumed thatound-objegprototyps are predefined. They may be played on an
instrument(see 82) and edited as a list of time-stamigédl codes. They may also be
defined as arbitrary functions mappitmge to macro-levelor micro-level parameter(see
[Truax 1990:101-102]}°

By convention, Egdesignates the prototype of tieenpty sound-objectlabelled

“ ", with Epg(t) =0 for any tJ R. Ep; may designate theilencenotated “-".
Givenan arbitrary time origin, thetart/clip dates of the prototype are respectively
tmin(j) and tmax(j) such that:
Ep(tmin())# T Ep(tmax())# U , and Ut 0 [tmin(j),tmax(j)], Ep(t) =0 .

Therefore, E£tmin(j)) contains the very first message of the object Bg@max(j)) its
last message’ An illustration of the Epmapping of asound-object prototypis given in
Fig.39.

0
{ tmin(j) Dur()

Pivot

Fig.39 Asound-object prototypeand the Eg mapping

2. Out-time object prototypes

Given a sound-object prototype jEphe prototypeof the correspondingut-time
object E'D Is:

E'p;(0) = [1  Ep)

t O[tmin,tmax]

En()=0 Ot#0

Informally, an out-time object has all its messages atsé#me date. In an actual
implementation, the strict ordering of messages may be maintained while thérdelay

19 Non-linear mappings generating “chaotic objects” are being implemented in Bol Processor BP2.

20 |n smooth sound-objects (see §12.1) the time origin is such thattjimne. the default position
of the pivot is the date of the first message.
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one message to the next is rendered very small. Fig.40 shows jtimeajgingof the
out-time object prototypeorresponding to the sound-object prototype defined in Fig.39.

Fig.40 An out-time object prototype and the E'p mapping

3. Thetime-setting function f(t)

Let t1(k) and t2(k) be the physical start/clip dates dhon-empty) sound-object E
The object may be truncated, in which case either TrBeg(k) or TrEnd(k) is pdsiize
814). lItstime pivotis located at physical date T(i))Xi) + d(k), wherei isthe rank of its
reference streak and k = Seq(nseq,i).

Letimaxandnmaxbe the maximum values ofandnseqin asound-object structure
(i.e. the dimensions of thghase diagrajn We call time-setting of the sound-object
structure the function

f: R —>P(A)
such that
Ot 0OR,
i) = = 1imax [EPfLOCAITIME) = 1,imax [E"Pi{LocalTime )
nseq=1,nmax nseq=1,nmax

with j = Obj(k) and k = Seq(nseq,i)
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The firstmember of f(t) is the set of instances shund-object (i.e. B with
d(k) > 0), for whichlocal time is defined as follows:

1) OtO[K), e,
t- T() - A) - 3(K)
a(k)

with j = Obj(k) and k = Seq(nseq,i) ;
2 Ot < t1(k),

LocalTime4) =

(2.1) LocalTimg(t) = nil if Eq(LocaITimq<(t)) is of type ON ;
(2.2) LocalTimg(t) = LocalTimeg(t1(k)) otherwise ;

3) Ot > t2(k),

(3.1) LocalTimg(t) = nil if Eq(LocaITimek(t)) is of type ON ;
(3.2) LocalTimg(t) = LocalTimeg/(t2(k)) otherwise.

Cases (2and (3) refer to objects truncated in the beginning and the end respectively.
The ‘type ON” subsets ofA are the ones that contain a message initiating a process in
the sound processor (e.g‘NoteOn” message in MIDI implementation). These are
deleted if found in the truncated part of an object (see cases 2.1 an@thé&j). messages
are kept but they are relocatedthe start/clip dates of the object (see cases 2.2 and 3.2).
Fig.41 shows aruncated sound-objeavhose prototype could be the one shown in
Fig.39.

_ Type “ON" subset A

4

t1(k 2(k) =t2,(k
* hrBeg(k)( ) Physical duratioa (9 =209

Pivot >|

Fig.41 A sound-object truncated in its beginning

— 64 —
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Thesecond member of f(t) is the set of instancesutfFtime objects (i.e. B with
d(k) = 0), for whichlocal timeis:

LocalTimey(t) = t - T(i) - A(i) - 8(K) .

Giventhetime-setting functiorf(t), all messages referenced by f(t) can be dispatched
in real time to the sound processor. Instantiating a sound-object is therefore possible as
soon asa(k), t1(k), t2(k), TrBeg(k) and TrEnd(k) haveeen calculated. The actual

sequence of messages defining the object prototype may be retrieved frowtlsemnpart
of the memory — possibly a hard disk.

Since for every, f(t) is a subset oA, messageare not arranged in a strict sequence.
In a practical implementation an arbitrary ordering of simultanetamsentary actiocmmay
be imposed so that the corresponding messageadisp@ched in sequence with a very
small delay.

An additional necessary featureti'e management of ON/OFF processes: when a
sound-object structure containing several sequeadestantiated, the same process may
be invoked several times (by several occurrentd¢se same type ON message) before it
is stopped by a type OFF message. This caavb&led, either by ignoring redundant
ON messages or by sending an additional OFF message just toigigeeng again the
process.
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